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The size distribution and topology of associated clusters for primary alcohols is studied using molec-
ular dynamics simulations. Liquid ethanol, propanol, butanol, hexanol, and octanol are simulated
at pressure P = 1 bar and temperatures T = 300 K, T = 350 K, and T = 400 K. The fractions of
molecules with different sets of hydrogen bonded partners, the size of associated cluster and the
site–site distribution functions between atoms participating on hydrogen bonding are extracted from
simulated trajectories. For all alcohols longer than ethanol, the length of the alkyl chain has only a
marginal effect on the association. Consequently, related properties like coordination numbers of hy-
droxyl group, size distribution of associates, or fractions of differently coordinated alcohol molecules
are independent on the molecular size. Although we employed a force-field without involved polar-
izability, we observe a positive cooperativity of hydrogen bonding simply as a consequence of steric
and electrostatic interactions. The size and topology of associates is analyzed within the frame of 3B
model of statistical association fluid theory. Although this approach enables good thermodynamic
description of systems containing associating compounds, several insufficiencies appear in the de-
scription at molecular level. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4827107]

I. INTRODUCTION

The formation of hydrogen bonds affects the phase be-
haviour of many various systems. The importance of hydro-
gen bonding is usually illustrated on the unique properties
of water and on the role of hydrogen bonds in biological
systems. Monofunctional alcohols, on the other hand, are
rather popular as a subject for the theoretical and experi-
mental studies because of simpler structure of the resulting
network.1

The characteristic frequency of the stretching mode of
the O–H bond is affected by the local environment which
enables to distinguish between hydroxyl groups participat-
ing and nonparticipating on hydrogen bonding. Infrared spec-
troscopy thus represents the most popular experimental meth-
ods to study the microscopic structure of the hydrogen bonded
systems.2–8 The neutron- or x-ray diffraction techniques9–13

and the dielectric relaxation14, 15 can provide further informa-
tion about the structure and dynamics of the hydrogen bonded
systems. Indirect information about the hydrogen bonding can
be deduced also from macroscopic properties (e.g., from the
viscosity measurements or PvT behaviour and phase equilib-
rium data).16–20

As for the theoretical approaches, the computational de-
mands of ab initio calculations reduce their applicability to
relatively small clusters. Nevertheless, these methods signif-
icantly contributed to the interpretation of the spectroscopic
measurements and to the understanding the mechanism of
the cooperativity of the hydrogen bonding.21–24 The classi-
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cal atomistic simulations can treat much larger systems (com-
pared to quantum methods) and thus they represent important
tool to study the internal structure of associating systems. Sev-
eral recent as well as classical studies were aimed to analyze
the size and topology of associated species.11, 25–33

The thermodynamic description of systems containing
associating compounds represents a difficult task, especially
in the case of mixtures of associating and non-associating
components (e.g., alcohol–alcane) or systems which experi-
ence the cross-association despite the particular components
alone do not associate (e.g., chloroform–acetone).34 Among
several approaches suggested to treat the behaviour of associ-
ating systems, the statistical association fluid theory (SAFT)
of Wertheim35–38 gained a prominent position and was incor-
porated into a family of equations of state.39–43

Within the SAFT approach, the associating molecules
are represented as some geometric bodies (sphere, flexible
chain, convex body) which contain at their surface small sites
interacting with (at most one) other site on neighbouring
molecules via square-well attraction. The contribution to
the Helmholtz energy (and other thermodynamic proper-
ties) due to the association is then expressed as a simple
function of the fractions of associating sites which are not
bonded to any partner. Despite good agreement was found
between the SAFT approach and computer simulations data
(for respective model of molecules, i.e., with square-well
associating sites),44–46 there are two main issues in which
the theory departs from the reality: (i) the theory assumes
formation of open tree-like associates only (without the
possibility to form cyclic structures) and (ii) the hydro-
gen bonding is modelled by square-well interaction and
the effect of the electrostatic (dipolar) interactions is
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neglected. Both issues were analyzed by Sear and
Jackson47–49 but increased complexity of suggested so-
lutions prevented from their wide use in thermodynamic
models for real fluid systems.

The monofunctional alcohols are modelled either using
a model containing two sites, one with the acceptor- and
the second with donor-function (this model is denoted as 2B
model) or by a model with one donor- and two acceptor-sites
(3B model). The 3B model might seem – at first sight – to
have better molecular background since the two lone elec-
tron pairs at oxygen atom can accept two hydrogens from
neighbouring molecules. However, in pure alcohols there is
a deficit of donor sites (hydrogen atoms) and the second ac-
ceptor site has lower chance to form hydrogen bond and that is
why the performance of both models is comparable. The im-
portance of appropriate association scheme was extensively
discussed only in the case of carboxylic acids which oscil-
late between 2B model and 1A model (in which molecules
contain only a single site which is a model adequate for di-
luted systems in which the carboxylic groups form cyclic
dimers).50–52

Biomass based products are more and more used as sub-
stituent of petroleum fluids, both as fuels and as raw materials
for the chemical industry.53 The bio-oils are complex mixtures
with a high content of oxygenated compounds containing
mainly hydroxyl, carbonyl, ether, and carboxyl groups, i.e.,
groups which can participate on hydrogen bonding. Also the
carbon capture using aminoalcohols represents a perspective
area in which the association is involved.54, 55 In both these
examples, the correct treatment of the association is crucial to
obtain good thermodynamic description. In the first case be-
cause the bio-oils are mixtures of acceptor rich organic com-
pound (esters, ketones) with water. In case of alkanolamines,
combination of donor-rich amino groups −NH2 and acceptor-
rich hydroxyls at one molecule can result into formation of 3D
network.

The need for an adequate description of such complex
systems leads to development of group contribution versions
of SAFT-based equations of state,56–62 which represents an
analogy of the standardized force-fields used in molecular
simulations; the parameters describing the association are
then considered as universal parameters for a whole class of
compounds (usually with the exception of the first members
of homological series). Recently, Ferrando et al.63 employed
Monte Carlo simulations to obtain the fractions of molecules
that do not participate in hydrogen bonding and used these
values together with experimental coexistence data to de-
termine the pure component parameters of Polar Perturbed-
Chain SAFT equation of state.

In this work, we analyze the size and structure of hy-
drogen bonded clusters of molecules obtained by molecu-
lar dynamics simulations. The observations are interpreted
in the view of statistical association fluid theory and the
approximations commonly done within this approach. One
of the aims of this work is to compare the quality of the
two most frequently employed association schemes used for
monofunctional alcohols not only from the view of thermo-
dynamic description but also from the microscopic (struc-
tural) point of view. Another goal is to find out whether the

assumption of the universality of the association parameters
adequate.

II. TECHNICAL DETAILS

We performed set of molecular dynamics simulations of
five primary non-branched alcohols – ethanol, 1-propanol, 1-
butanol, 1-hexanol, and 1-octanol; in the following text we are
going to use the names without numerical locants. The simu-
lations were carried out using the molecular dynamics module
of the TINKER package64 at NPT-like conditions. The equa-
tions of motion were integrated using the Beeman algorithm
with the time step �t = 1 ft. The pressure and temperature
control was done using the bath coupling method of Berend-
sen et al.;65 the default values of coupling times for pressure
τ p = 2 ps and for temperature τ T = 0.1 ps were used. The
length of the equilibration phase was typically 1 ns, the length
of each production run was 5 ns. The coordinates of all atoms
were stored after every 1000th step for the structural analysis.
The intermolecular interactions were modelled using the All
Atom version of Optimized Potential for Liquid Simulations
(OPLS-AA) force field.66 The electrostatic interactions were
treated by the smooth particle mesh Ewald technique as im-
plemented in the TINKER package. The Lennard-Jones inter-
actions were truncated at Rc = 9 Å without adding any long
range corrections. Every system was simulated under pres-
sure P = 1 bar at three different temperatures, T = 300 K, T

= 350 K, and T = 400 K. The number of molecules in the
simulation box was 330 for ethanol, 270 for propanol, 210
for butanol, 165 for hexanol and 130 in the case of octanol.
Simulation runs with twice higher number of molecules were
done for ethanol, butanol, and octanol to estimate the influ-
ence of finite size effects. These simulations were done with
united-atoms OPLS force-field.25

We used the Luzar–Chandler criterion67 to distinguish
hydrogen bonded molecules – two molecules are bonded,
if the separation between the hydrogen atom of the donor
molecules and the oxygen atom of acceptor molecule are
closer than the some minimal separation rmin and the angle
αOH···O is larger than 150◦. The minimal distance was taken
to be temperature dependent, equal to the distance of the first
minimum on the site-site distribution function between the
oxygen atoms of the hydroxyl groups. It should be noted that
the influence of temperature dependence of the distance cutoff
is negligible. This criterion can ensure that not more than two
donor molecules can be bonded to one acceptor molecule.

Using the configurations saved during the production run,
we have calculated the number and type of partners bonded
through hydrogen bonds. With respect to the employed HB
criterion, six different bonding states are possible; the frac-
tions of molecules in different bonding states can be repre-
sented by a 3 × 2 matrix ξ , for the elements of which we
use notation ξid ,ja

where id = (0, 1, or 2) is the number of
donor molecules bonded to the molecules and ja = (0 or 1) is
the number of its acceptors. The relation between ξid ,ia and
the fraction of molecules with m H-bonds fm (which is used
in classical works27, 68) is straightforward: fm =

∑

i∗d ,j∗
a
ξid ,ja

,
where the asterisks denote that the summation runs over all
pairs which satisfy id + ja = m.
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In Figure 1, we show a schematic picture of a molecule
with one donor- (red circle) and two acceptor- (blue circles)
sites. Three different tetramers composed of such associating
molecules are also shown (the green circles denote existing
hydrogen bonds). The greek letters correspond to the notation
used by Sillrén et al.33 – α denotes the molecules not par-
ticipating on hydrogen bond formation, β denotes the “root”
molecules of particular clusters (the molecules with non-
bonded hydrogen site), γ stands for “leafs” (end molecules
of particular branches) and δ denotes the internal groups. The
subscripts in case of roots and internal groups denote the num-
ber of bonded donors, so roots of true trees β1 are distin-
guished from U-like associates β2 and the standard internal
groups δ1 from branching nodes δ2. In the matrix notation
described in previous paragraph, the free monomers α cor-
respond to ξ 0,0 component, tree roots β1 to ξ 1,0, roots with
branching β2 to ξ 2,0, leafs γ to ξ 0,1, and the normal and
branching internal groups δ1 and δ2 to ξ 1,1 and ξ 2,1 compo-
nents.

The cluster-size distributions discussed in this work cor-
respond to “fraction of clusters of size n from the total amount
of clusters”; in agreement with Sillrén et al.33 we use for it
symbol r(n). The size of clusters is considered irrespective of
their topology, thus all tetramers shown in Figure 1 contribute
to the same value, n = 4. Thanks to only one donor site (hy-
drogen atom) per molecule, each associate contains either one
non-bonded hydrogen site (root molecule) or just one cyclic
structure. In order to simplify the analysis, if any cyclic sub-
structure is detected, all hydrogen bonds leading to the cycle
are cancelled and the resulting substructures are considered
as separate n-mers. Example of such decomposition is shown
in Figure 2, where a 12-mer is divided into one cyclic and
one branched hexamers. This simplification leads to a small
underestimation of the fraction of larger associates, however
with respect to low fraction of molecules bonded in the cyclic
substructures, the effect of this approximation is not crucial.

III. RESULTS AND DISCUSSION

The simulated densities at P = 1 bar for the five al-
cohols are compared with the experimental saturated liquid

FIG. 1. Examples of alcohol molecules in different bonding states. Six dif-
ferent states are possible – non-bonded molecules (α), two different types of
roots (β1 and β2), end-groups of branches (leafs; γ ), and two types of inter-
nal groups (δ1 and δ2). The red circles represent non-bonded hydrogens, the
blue circles the lone electron pairs, and the green circles denote the existing
hydrogen bonds.

FIG. 2. An example of the decomposition of a lasso-like associate into the
cyclic and acyclic parts. While the original lasso-like structure does not con-
tain any root molecule (molecule with non-bonded hydrogen site), the parted
branch contains just one such molecule.

densities69 in Figure 3. Although the OPLS-AA force field
parameters were optimized to reproduce the liquid coexis-
tence density at standard temperature (together with the value
of the vaporization enthalpy), we observe significant differ-
ences, most evident for the shorter alcohols and at higher
temperatures. This disagreement follows from neglecting
the Lennard-Jones interactions beyond the cut-off distance,
Rc = 9 Å, and is comparable with the difference observed for
nonpolar fluids.70–72

The course of site–site distribution functions between the
oxygen atoms (upper part) and between oxygen and hydro-
gen atoms (lower part) of the hydroxyl groups is shown in
Figure 4 for different alcohols at temperature T = 300 K. For
the sake of clarity, only the curves for ethanol, butanol, and
octanol are plotted. The thin (increasing) lines of correspond-
ing type and colour show the average number of sites of type
B up to given separation r from site A,

NB(r) = ρB

∫ r

0
4πx2gA−B(x)dx. (1)

The value of this function at the distance of the first min-
imum on the rdf corresponds to the coordination number,
i.e., to the average number of atoms (or groups) in the first
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FIG. 3. The comparison of the simulated liquid densities (symbols) with the
experimental values69 (lines). The symbols represent different alcohols ac-
cording to the inserted legend, the experimental values are lines of corre-
sponding colour (and order from top to down).
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radial distribution functions for ethanol (solid black lines), butanol (dashed,
red), and octanol (dashed-dotted, blue) at T = 300 K. The thin lines show the
course of coordination numbers; for these curves the right vertical axis with
different scale is used.

solvation layer. For the three presented alcohols we found
approximately one oxygen atom in the closest vicinity of hy-
drogen of hydroxyl group NH–O = 0.94/0.91/0.92 (ethanol/
butanol/octanol) and almost two closest hydroxyl groups
around the hydroxyl oxygen (NO–O = 1.98/1.91/1.93). The
values of coordination numbers as well as the positions of
the first maxima and consequent minima on both distribution
functions are almost independent on the length of the alco-
hol. This indicates the equable tendency to form the hydrogen
bonds irrespective of the density of hydroxyl groups in par-
ticular systems. Different heights of the first peak are caused
by normalization of rdfs to the number density of hydroxyl
groups (which is smaller for longer alcohols).

In Figure 5, the same site–site rdfs are shown for ethanol
at three different temperatures. Expectably, the temperature
increase leads to the decay of the coordination numbers –
the number of closest oxygens to a hydrogen site decreases
as NH–O = 0.94/0.84/0.68 and that for oxygen sites as NO–O

= 1.98/1.82/1.52. The position of the first peak and of the
first minimum on both distribution functions is slightly in-
creased with increasing temperature; that is why we employ
temperature dependent value of the threshold distance in the
hydrogen bond criterion – rmin = 2.650 Å for T = 300 K, rmin

= 2.675 Å for T = 350 K, and rmin = 2.70 Å for T = 400 K.
For higher alcohols (not shown in Figure 5), the coordination
numbers are slightly lower than those for ethanol. The posi-
tion of first minima and maxima on rdfs is the same as in the
case of ethanol.

The average sizes of associated clusters, 〈n〉, and the vari-
ances, 〈n2〉 − 〈n〉2, for all simulated systems are listed in
Table I. Expectably, with increasing temperature the aver-
age cluster size as well as the width of the size distribution
become smaller because the degree of association decreases
with increasing temperature (the hydrogen bonds dissoci-
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FIG. 5. The oxygen–oxygen (upper part) and oxygen–hydrogen (lower part)
radial distribution functions for ethanol at different temperatures. The thin
lines show the course of coordination numbers.

ate). The temperature trends of both characteristics are in
agreement with the neutron diffraction data (respectively,
Empirical Potential Structure Refinement based on neutron
diffraction).13 The mean values at T = 300 K for propanol
and butanol are approximately 25% higher compared with the
values of Ref. 33.

Although the distribution characteristics presented in
Table I are not convincing, one can again take notice of
rather close values for the longer alcohols. Better evidence
for low influence of chain length on the HB formation brings
Figure 6, which shows the cluster-size distributions for all
simulated alcohols. The course of cluster-size distribution
functions is only marginally affected by the number of carbon
atoms in the chain. Again, ethanol shows higher tendency to
associate and the relative amount of larger clusters is higher.

In order to simplify the cluster-size analysis, we decom-
posed aggregates containing cyclic structure into the ring and
the branches and these fragments were treated as separate ag-
gregates. The rings typically are composed of 3–6 molecules.
At T = 300 K, they contain up to 2% of the total amount
of molecules and less than 1% at higher temperatures. The
size-distribution of cycles is again independent of the type of

TABLE I. The average cluster sizes and its variances for the simulated al-
cohols at different temperatures.

T (K) Ethanol Propanol Butanol Hexanol Octanol

〈n〉

300 4.90 3.78 3.97 3.82 3.90
350 2.98 2.30 2.40 2.30 2.32
400 1.98 1.67 1.67 1.64 1.61

〈n2〉 − 〈n〉2

300 31.9 14.9 16.9 13.5 15.8
350 8.99 3.94 4.47 3.85 4.11
400 2.71 1.41 1.44 1.34 1.26
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330 molecules (open circles) and with 660 molecules (solid circles) and for
octanol with 130 (x-symbols) and 260 (+ symbols).

alcohol. The decomposition causes some underestimation of
fractions of larger clusters and overvaluation of shorter ones
(mainly those with n = 3–6); however, with respect to low
number of molecules in cyclic structures this effect can be in
first view neglected.

The inset figure in the topmost panel of Figure 6 com-
pares the cluster size distributions at T = 300 K obtained with
330 ethanol molecules or 130 octanol molecules with those
obtained in twice larger systems (this simulations were done
with united-atom OPLS force-field, that is why the course of
distribution functions is different from those shown in the
main plot). This figure shows that the original systems are
large enough and the calculated properties of HB networks
are not influenced by the finite size effects. With respect
to rather low number of molecules, this fact might seem to
be surprising. However, it is in accordance with our previ-
ous findings for thermodynamic and structural properties of
Lennard-Jones fluid that at liquid densities the implicit finite
size effects become negligible if the box size is higher than
ten-times the particle diameter.73, 74

The cluster-size distribution function for ethanol at
T = 300 K is shown in Figure 7. The simulated distribu-
tion (crosses) is compared with three models – 2B associa-
tion scheme of SAFT (solid black line), 3B scheme (dashed
red line), and with the model suggested recently by Sillrén
et al.33 (dashed-dotted blue line). Within the last model, the
fraction of clusters of size n is given by recurrent formula

r(n) = pa(1 − pb)r(n − 1) + papb

k=n−2
∑

k=1

r(k)r(n − k − 1),

(2)
where parameter pa represents the probability of accepting a
first hydrogen bond from a neighboring molecule and pb is

0 10 20 30 40 50
n

-15

-10

-5

0

ln
 r

(n
)

MD
2B model
3B model
Sillren

FIG. 7. The comparison of simulated cluster-size distribution for ethanol at
T = 300 K (symbols) with the 2B model (solid black line), 3B model (dashed
red line) and with the two-probability tree model (dashed-dotted blue line).

the conditional probability of forming a second bond given
that a first bond already exists. The first term in the series,
the fraction of monomers, is equal to r(1) = 1 − pa. The 2B
model of SAFT represents a limiting case of this model with
pb = 0 and the distribution becomes geometric (in polymer
chemistry called Anderson–Schulz–Flory distribution),

r(n) = pn−1
a (1 − pa). (3)

The 3B model of SAFT represents also a special case of (2)
which assumes pb = p2

a . This condition follows from the def-
inition of model in which it is assumed that the formation of
hydrogen bonds on one association site does not affect the
association of the remaining parts of the molecule.

The model distributions shown in Fig. 7 are calculated to
reproduce the mean size of associated cluster, in case of the
general (two-parameter) form also the variance. Clearly, the
more flexible two-parameters Sillrén distribution (Eq. (2)) can
fit the simulated distribution better than the two special cases.
In accordance with Ref. 33, the fraction of short associates is
slightly overestimated by this model (except the monomers).
The true distribution curve lies between the two limiting cases
for 2B- and 3B-model. Thus, the associates in liquid alcohols
are formed not solely by linear chains (as it is assumed by the
2B model), however the importance of branching predicted
by 3B model is overvalued.

The probability parameters for the three different associ-
ation models are summarized in Table II. For all three models
the growing probability decreases with increasing tempera-
ture, in accordance with the trend for the mean cluster sizes.
The approximations for the branching probabilities within the
3B model, pb = p2

a , are significantly higher compared to the
pseudoexperimental values. Moreover, with increasing tem-
perature the true branching probabilities increase, while those
for 3B model decrease.

The fitted values of pa and pb for propanol and butanol at
T = 300 K are slightly higher compared to the values reported
in Ref. 33 – pa/pb = 0.642/0.04233 vs. pa/pb = 0.695/0.058
(this work) for propanol and pa/pb = 0.633/0.03333 vs. pa/pb

= 0.708/0.057 (this work). The temperature trends of our val-
ues are in agreement with Ref. 13. We note that even when
we employed exactly the same criterion for hydrogen bonding
(O · · · H distance between 1.4 and 2.4 Å without any angular
limitations), considerable differences were observed between
our values and those of Ref. 33. The most important factor is
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TABLE II. The probability parameters describing the association of alco-
hols for the 2B and 3B models of SAFT and for the tree model of Ref. 33.

T (K) Ethanol Propanol Butanol Hexanol Octanol

2B model: pa

300 0.796 0.735 0.748 0.738 0.744
350 0.664 0.565 0.584 0.565 0.568
400 0.495 0.400 0.402 0.390 0.378

3B model: pa

300 0.590 0.560 0.566 0.561 0.564
350 0.522 0.465 0.476 0.465 0.466
400 0.420 0.355 0.357 0.348 0.339

Tree model: pa

300 0.741 0.695 0.708 0.714 0.706
350 0.605 0.526 0.545 0.530 0.525
400 0.445 0.367 0.369 0.356 0.344

Tree model: pb

300 0.0735 0.0579 0.0572 0.0346 0.0534
350 0.0974 0.0746 0.0723 0.0671 0.0820
400 0.1124 0.0899 0.0906 0.0930 0.0981

probably different density of simulated systems (Sillrén et al.

perform MC simulations in NV T ensemble, probably at the
experimental coexistence density which is 3% higher com-
pared to our density).

The basic quantity which enables to express the asso-
ciation contribution to thermodynamic properties within the
SAFT is usually called “fraction of non-bonded sites,” more
precisely fraction of molecules with bonding site of type A

non-bonded, XA. From now on, we leave the 2B model (which
does not count for branching) and the two-parameter model
of Sillrén et al. (which is not compatible with the classical
SAFT approach) and in the following considerations we con-
cern only the 3B model and simulation results.

We are going to follow the notation of Huang and
Radosz39 and to denote the two acceptor sites as A and B and
the single donor site as C. Since the fraction of bonded donor
sites is equal to the sum of fractions of the two (formally) dif-
ferent acceptor sites ((1 − XC) = (1 − XA) + (1 − XB)), the
three fractions of non-bonded sites satisfy

XA + XB − XC = 1. (4)

Thanks to the equivalence of the two acceptor sites, XA = XB,
there is a unique relation between the fractions of non-bonded
donors and acceptors,

XC = 2XA − 1. (5)

Thus, for one-component systems only one of the fractions
is sufficient. We notice that while the fraction of non-bonded
donor sites XC is zero in the case of complete association,
those for the two distinguished acceptors have limiting value
of XA = XB = 0.5.

The values of fractions of non-bonded sites XA and XC

can be calculated from the fractions of molecules with dif-
ferent number of hydrogen bond partners which are listed in
Table III. Namely, the fraction of molecules with free H-site
XC is simply the sum of the three contributions,

XC = ξ0,0 + ξ1,0 + ξ2,0 (6)

TABLE III. The fractions of molecules according to number of different HB
partners for different alcohols at different temperatures. For all three temper-
atures the values from molecular simulations are shown; for T = 300 K also
the estimates within the 3B model of SAFT are given in parentheses.

Ethanol Propanol Butanol Hexanol Octanol

T = 300 K
ξ0,0 6.2 9.1 8.6 8.8 8.8

(7.1) (10.3) (9.9) (9.8) (9.7)
ξ1,0 12.8 16.2 15.5) 15.7 15.4

(9.5) (12.1) (11.6) (11.8) (11.6)
ξ2,0 0.77 0.63 0.57 0.61 0.58

(3.1) (3.6) (3.5) (3.5) (3.5)
ξ0,1 19.1 19.9 19.1) 19.2 19.2

(28.8) (29.4) (29.3) (29.3) (29.3)
ξ1,1 56.4 51.7 53.8 53.4 53.5

(38.5) (34.5) (35.4) (35.1) (35.3)
ξ2,1 4.7 2.5 2.4 2.3 2.6

(12.9) (10.1) (10.7) (10.5) (10.6)

T = 350 K
ξ0,0 14.5 21.8 20.2 22.0 22.1
ξ1,0 17.9 20.7 20.3 20.3 20.0
ξ2,0 0.90 0.67 0.64 0.66 0.60
ξ0,1 22.7 23.4 23.0 22.9 22.5
ξ1,1 41.0 32.1 34.4 32.9 33.5
ξ2,1 3.0 1.3 1.4 1.3 1.3

T = 400 K
ξ0,0 29.1 38.7 38.5 40.1 41.7
ξ1,0 20.5 20.7 20.6 20.2 19.8
ξ2,0 0.77 0.51 0.51 0.50 0.49
ξ0,1 23.4 22.3 22.2 21.8 21.3
ξ1,1 24.8 17.3 17.6 16.8 16.2
ξ2,1 1.4 0.56 0.59 0.55 0.55

and the fraction of non-bonded acceptors is determined as

XA = XB = ξ0,0 + ξ0,1 + (ξ1,0 + ξ1,1)/2, (7)

where the factor 1/2 reflects the fact that the acceptor sites A
and B are distinguished in the data of Table III (ξ 1,1 represents
the fraction of molecules bonded on sites C and B as well as
the fraction of molecules bonded on sites C and A).

The fractions XA and XC observed in MD simulations are
listed in Table IV; the numbers in parentheses are the values of
XA calculated from the growing probabilities pa for 3B model
using the relation for the fraction of monomers,

ξ0,0 =
(1 − pa)

〈n〉
= X2

A(2XA − 1). (8)

The difference between the values counted directly from sim-
ulation data and those calculated from pa (which is extracted
from the average value) is of similar order as reported in
Ref. 33.

One of the basic assumptions of the SAFT model is inde-
pendence of bonding on different sites of one molecule. The
elements of matrix ξ can be re-calculated from fractions of
non-bonded sites XA, XB, or XC for hypothetic situation in
which the system behaves like 3B model: ξ 0,0 = XAXBXC,
ξ 0,1 = XAXB(1 − XC), . . . , ξ 2,1 = (1 − XA)(1 − XB)(1 − XC).
The values of ξid ,ja

calculated in this way from the frac-
tion of molecules with non-bonded hydrogen are shown for
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TABLE IV. The fractions of non-bonded donors XC, acceptors XA and free
molecules X0 as obtained from molecular dynamics simulations. The values
of XA in parentheses were calculated from the average value of associated
cluster.

Ethanol Propanol Butanol Hexanol Octanol

Xc

T = 300 K 0.198 0.260 0.247 0.251 0.248
T = 350 K 0.333 0.432 0.412 0.430 0.426
T = 400 K 0.504 0.599 0.596 0.609 0.620

XA

T = 300 K 0.599 0.630 0.623 0.625 0.624
(0.612) (0.642) (0.635) (0.640) (0.637)

T = 350 K 0.666 0.716 0.706 0.715 0.713
(0.676) (0.723) (0.714) (0.723) (0.721)

T = 400 K 0.752 0.800 0.798 0.804 0.810
(0.756) (0.802) (0.800) (0.806) (0.812)

T = 300 K in Table III as the numbers in parentheses. In
agreement with the comparison of fitted values of pb to simu-
lation data and of those assumed for the 3B model (pb = p2

a),
we see that the 3B model strongly overestimates the amount
of branching points – roughly 4× in case of true branching
nodes (ξ 2,1) and almost 6× in case branching roots (ξ 2,0). As
for the monomers, their true concentrations well correspond
to the values calculated from XA within the 3B model; this is
in agreement with the observations of Ferrando et al.63

The overvaluation of branching points within the 3B
model is an indirect consequence of the cooperativity of hy-
drogen bonding. Direct evidence of the bond cooperativity is
the overestimation of the content of short oligomers (dimers –
pentamers) by the two-parameter model which was observed
and discussed by Sillrén et al.33). In Figure 6, this effect is also
manifested by change of the slope between n = 2 and n = 4–5
(apparent only for T = 300 K). In Figure 8, a schematic pic-
ture of two different tetramers is shown. In the case of lin-
ear associate (left picture), the interaction between ith and
(i + 2)th molecules is more or less attractive thanks to the suit-
able orientation of dipoles of hydroxyl groups. Thus, when
the third (fourth...) molecule is bonded to a cluster of two
molecules, the energetic gain is larger compared to the as-
sociate formed by two molecules only. As for the branched
structures, the dipoles of the two donor molecules are oriented
in energetically unfavourable manner and the occurrence of
such configurations is lowered. Since the molecules are in di-

FIG. 8. The schematic picture of linear (left) and branched (right) tetramers.
The green arrows in the left part show approximately the orientation of the
dipole of the hydroxyl group.
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FIG. 9. The probability density for observing the cosine of angle between
the dipolar axes for two directly hydrogen bonded molecules (solid black
curve + circles), molecules separated by one molecule (dashed red curve +

diamonds), and molecules separated by two other molecules in associated
cluster (dashed-dotted green curve + triangles).

rect contacts, we should look at the dipoles of the OH groups
instead of the dipole of the whole molecule. We notice that in
our simulations only marginal part of the polarizability is in-
cluded through the flexibility of OH bond; the induction-like
increase of dipole can lead to even stronger effect.

The preferential orientation of HB molecules can be de-
duced also from Figure 9 where the distribution of the cosine
of the angle between the OH bonds, cos ξ , is shown for pairs
of directly bonded molecules (circles) and pairs separated by
one- (diamonds) and by two (triangles) molecules for ethanol
at T = 300 K. In all three cases, the positive values of cos ξ

are more populated compared to the negative values, i.e., the
OH bonds tend to be oriented in parallel way.

Within the SAFT approach, the fractions of non-bonded
sites are calculated from a set of equations. For 3B model
these equations can be written as

XA = (1 + ρ�ABXB + ρ�ACXC)−1 , (9)

XB = (1 + ρ�ABXA + ρ�BCXC)−1 , (10)

XC = (1 + ρ�ACXA + ρ�BCXB)−1 , (11)

where ρ is number (or molar) density. The density- and
temperature-dependent association strength, �ij is within the
SAFT approach given as two-body integral

�ij =

∫ [

exp

(

uij (1, 2)

kbT

)

− 1

]

gij (1, 2)d1d2, (12)

where uij(1, 2) is the association energy and gij(1, 2) is the
pair distribution function between the associating group in
reference system (i.e., when the association is switched off).
In practice-oriented equations of state which use the SAFT
formalism, the association strength is approximated using
two parameters – association volume, κ ij, and association
energy, ǫij,

�ij = κijβgij (σij )

[

exp

(

ǫij

kbT

)

− 1

]

, (13)

where β is some measure of molecular volume and gij(σ ij)
stands for the contact value of the radial distribution function
in the reference system. The association energy between sites
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of the same type is zero which leads to �ij = 0 and to elimi-
nation of the respective terms from the above set of equations
(the set of three equations is then reduced to one).

The independence of association degree on the chain
length for longer alcohols could abet to suggestion that the
product (ρ�ij) is also independent of the chain length. In sim-
plest view, this implies equality of the parameter ǫ and of the
product ρκ for all higher alcohols (with respect to decreasing
molar density in homological series this would mean increas-
ing value of associating volume κ which is opposite tendency
than is usually observed).39, 40, 75, 76

However, the situation is more complicated because of
the implicit density dependence of the association strength
due to the contact value of rdf, gij(σ ij). Using the alcohol
parameters of the PCSAFT EoS,75 we estimated the values
of the packing densities (and corresponding contact values
of rdf) for all simulated systems and used these values to
obtain the parameters ǫ and κ from the temperature depen-
dence of associations strengths. We note that this approach is
absolutely inconsistent, since any change of two associating
parameters will cause also change the remaining three param-
eters of PCSAFT (or will lead to incorrect thermodynamic de-
scription); a consistent procedure for evaluation of associating
parameters from simulation data was suggested by Ferrando
et al.63

The values of association volume and energy are listed
in Table V. The values of both, the association energy ǫ as
well as association volume κ , are of the correct order of mag-
nitude and they also follow similar trends – increase of the
energy and decay of the volume – as do the values for real
compounds. The values of associating volume are surpris-
ingly close to the values of Ferrando et al.63 (despite we used
different force-fields, different HB criteria, different versions
of SAFT equation of state, and different approximations in
the process of evaluation of these parameters); significantly
smaller values of the association energy are consequence of
neglected long-range corrections for Lennard-Jones interac-
tions and therefrom higher temperature expansion along co-
existence.

The experimental or simulation information about the hy-
drogen bonding at molecular level can be used to estimate the
association parameters of SAFT-like equations of state.63, 77

At one side, this is a reasonable approach, since the param-
eters of such equations of state are rather degenerated and
the standard optimization on the pure component equilibrium
data only can provide several different parameter sets. On the

TABLE V. The association strengths, energy, and volume extracted from the
simulated cluster size distribution.

�AC

Alcohol T = 300 K T = 350 K T = 400 K ǫ/kb[K] κ R2

Ethanol 0.2102 0.1056 0.05870 769.1 0.0855 0.9895
Propanol 0.1748 0.0779 0.04116 1116.0 0.0216 0.9971
Butanol 0.2332 0.1046 0.04986 1208.5 0.0226 0.9995
Hexanol 0.3092 0.1295 0.06133 1413.7 0.0173 0.9998
Octanol 0.3954 0.1645 0.07202 1490.8 0.0148 0.9973

other hand, since the model is not able to describe correctly
the structure at molecular level, the associating parameters
may depend on the choice of simulated property taken into
account. We consider the optimization of association param-
eters to equilibrium data of binary mixtures as more suitable
way to discriminate between different parameter sets. We also
mention, that asymmetric three-site association scheme can
improve the description of cluster topology by the 3B SAFT
approach, but this would be a step towards larger complexity.

IV. CONCLUSIONS

The hydrogen bonding in liquid primary alcohols was
studied using molecular dynamics simulations. In accordance
with previous studies it was found that the structures formed
by associated molecules are not linear but they form also tree-
like branched structures. Small part of molecules participate
also on the formation of cyclic structures, typically containing
3–6 molecules. The extent of branching in tree-like aggregates
is smaller than it would correspond to the 3B model of SAFT
which assumes two independent acceptor sites (and one donor
site) per hydroxyl group. Expectably, the average size of asso-
ciated clusters decays with increasing temperature. On other
hand the relative fraction of branching points becomes higher
with increasing temperature.

Despite we have simulated alcohols from ethanol to oc-
tanol, several important microscopic properties seem to be in-
dependent on the size of the chain – the coordination numbers,
fraction of non-bonded sites, or association strength (with the
exception of ethanol). The resulting parameters describing the
association within the SAFT approach are on the other hand
dependent on molecular size. A question thus arises, whether
and how one can reflect this effect in group-contribution ver-
sions of equations of state.
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72J. Janeček, H. Krienke, and G. Schmeer, Condens. Matter Phys. 10, 415

(2007).
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