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Abstract

We model liquid-gas flows with cavitation by a variant of the six-equation single-velocity
two-phase model with stiff mechanical relaxation of Saurel–Petitpas–Berry [J. Comput. Phys.
228 (2009), 1678–1712]. In our approach we employ phasic total energy equations instead
of the phasic internal energy equations of the classical six-equation system. This alternative
formulation allows us to easily design a simple numerical method that ensures consistency with
mixture total energy conservation at the discrete level andagreement of the relaxed pressure
at equilibrium with the correct mixture equation of state. Temperature and Gibbs free energy
exchange terms are included in the equations as relaxation terms to model heat and mass transfer
and hence liquid-vapor transition. The algorithm uses a high-resolution wave propagation
method for the numerical approximation of the homogeneous hyperbolic portion of the model.
In two dimensions a fully-discretized scheme based on a hybrid HLLC/Roe Riemann solver is
employed. Thermo-chemical terms are handled numerically via a stiff relaxation solver that
forces thermodynamic equilibrium at liquid-vapor interfaces under metastable conditions. We
present numerical results of sample tests in one and two space dimensions that show the ability
of the proposed model to describe cavitation mechanisms andevaporation wave dynamics.

Keywords: multiphase compressible flow models, mechanical relaxation, thermo-chemical
relaxation, cavitation, phase transition, finite volume schemes, wave propagation algorithms,
Riemann solvers
2000 MSC:65M08, 76T10

1. Introduction

The modelling of cavitating flows is relevant in numerous areas of engineering, from naval
and submarine systems design to aerospace and nuclear powerplants technologies. Cavitating
fluids are multiphase mixtures that often involve complex hydrodynamic and thermodynamic
processes: liquid-vapor phase transition, dynamical creation of interfaces, vapor structures
collapse, and associated shock wave formation and interaction (cf. [1, 2, 3]). As a further reason
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of complexity, in many industrial applications these flows occur in irregular geometries and they
have a multi-dimensional character.

Extensive work has been dedicated in the past decades to the simulation of cavitating flows
and liquid-vapor flows with phase change, see for instance [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]
and the references therein. Among the different modelling approaches, the class of hyperbolic
compressible multiphase models stemming from the originalmodel of Baer–Nunziato [16]
has shown great capabilities in describing the complex wavepatterns and thermodynamic
mechanisms of cavitation. A first essential feature of thesemodels is that compressibility is
taken into account for all phases, vapor as well as liquid. This is fundamental to correctly
capture wave propagation phenomena and acoustic perturbations, and it is particularly crucial
when liquid-vapor transition occurs [8]. Another important property is that these models can
retain temperature and Gibbs free energy non-equilibrium effects, thus they are able to capture
metastable states as well as evaporation fronts, when heat and mass transfer processes are
included in the physical description through thermal and chemical relaxation source terms.

There exist various formulations of compressible temperature non-equilibrium multiphase
flow models, depending on the assumptions on mechanical and kinetic phase equilibrium. In
choosing a particular model, one has to find a good compromisebetween the accuracy of
the description of the physical phenomena and the ability ofconceiving robust and efficient
numerical methods. In the present work, we are interested inthe hyperbolic single-velocity
six-equation model proposed by Saurel–Petitpas–Berry in [9] for compressible two-phase flows,
see also Zeinet al. [17]. This model consists of an advection equation for the volume fraction
of one phase, mass and internal energy equations for each phase, and a mixture momentum
equation. The six-equation model assumes instantaneous velocity equilibrium between the two
phases, but it retains mechanical, thermal and chemical non-equilibrium effects. In the limit of
instantaneous pressure relaxation the model reduces to thewell known compressible two-phase
flow model of Kapilaet al. [18]. Nonetheless, as emphasized in [9], and as we briefly recall
in Section 2, numerically it is more advantageous to solve the six-equation system with stiff
mechanical relaxation rather than the Kapilaet al.[18] pressure-equilibrium five-equation model
system.

The single-velocity six-equation two-phase model with stiff pressure relaxation was em-
ployed in [9] for applications to interface problems and mechanical cavitation processes (that
is cavitation with no phase transition). It was later used byZein et al. in [17] to simulate liquid-
vapor transition in metastable liquids. One difficulty of the numerical algorithm illustrated in the
latter work, as noted by the authors, is that it may require a very small time step for stability for
some expansion problems with phase transition, due to the stiffness of the chemical relaxation
terms. Only one-dimensional numerical results are presented by the authors in [17].

The aim of the present paper is to conceive a new multiphase flow computational model
on the basis of the six-equation system of [9] that could dealefficiently with interfaces,
cavitation and evaporation waves, while retaining simplicity and time-affordability. The key
idea of our approach is to employ an alternative mathematical formulation of the standard six-
equation model system [9] in the numerical discretization.Rather than using the two phasic
internal energy equations of the classical model, in our algorithm we employ two equations
for the phasic total energies. Mathematically, these two model systems are equivalent. The
present model, however, is numerically advantageous with respect to the standard one, since
it allows us to easily design a simple numerical method that ensures important consistency
properties with mixture total energy conservation and withthe mixture thermodynamic state.
More specifically, first, we are able to automatically recover a conservative discrete form of
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the mixture total energy equation, whereas the classical six-equation model system needs to
be augmented with an additional conservation law for the mixture total energy to correct
the thermodynamic state [9, 17]. Secondly, as a consequenceof the mixture total energy
conservation consistency property, we are able to easily ensure agreement of the relaxed pressure
at equilibrium with the correct mixture equation of state for the full six-equation two-phase
model that includes mechanical and thermo-chemical stiff relaxation effects. Relaxation terms
are therefore efficiently handled.

To numerically solve the proposed two-phase model with pressure, temperature, and Gibbs
free energy relaxation, we employ a simple fractional step approach that consists of the
homogeneous hyperbolic system solution step, and a sequence of steps thereafter to solve
systems of ordinary differential equations containing the relaxation source terms. A high-
resolution wave propagation method based on Riemann solvers (HLLC and Roe) (cf. [19]) is
employed for the numerical solution of the homogeneous hyperbolic system. The algorithm is
easily implemented in the framework of the CLAWPACK softwarepackage [20]. For solving
the ordinary differential equations with stiff relaxation sources, we have devised robust solvers
that drive the mixture to the desired equilibrium conditions in a sequence of relaxation processes
(cf. [21, 10, 8, 17, 14]). In this procedure, similar to [8, 22], thermodynamic equilibrium is forced
at liquid-vapor interfaces under metastable conditions. Numerically for this task we employ an
idea similar to [14, 23] that uses the thermodynamic equilibrium conditions to reduce the solution
of the ODEs relaxation problem to the solution of a simple system of algebraic equations for the
equilibrium state variables.

This paper is organized as follows. In Section 2.1, we begin by recalling the six-
equation single-velocity model with stiffmechanical relaxation of Saurel–Petitpas–Berry [9] for
compressible two-phase flows. We then propose in Section 2.2a variant of this model system, by
employing phasic total energy equations in the mathematical formulation instead of the phasic
internal energy equations of the classical approach. The extended model that includes thermal
and chemical relaxation terms to model heat and mass transfer is described in Section 2.3. In
Section 3 we illustrate the numerical method to solve the basic model system with mechanical
relaxation only. In this section we also discuss the mixture-energy-consistency property of the
algorithm. The numerical treatment of temperature and Gibbs free energy relaxation source
terms is described in Section 4. Finally, in Section 5 we present a selection of numerical
results obtained by employing the proposed method with and without activation of heat and
mass transfer.

2. The six-equation single-velocity two-phase flow model

2.1. Phasic-internal-energy-based formulation
The six-equation single-velocity compressible two-phaseflow model with stiff mechanical

relaxation proposed by Saurelet al. [9] has the form

∂tα1 + ~u · ∇α1 = µ (p1 − p2) , (1a)

∂t (α1ρ1) + ∇ · (α1ρ1~u
)
= 0, (1b)

∂t (α2ρ2) + ∇ · (α2ρ2~u
)
= 0, (1c)

∂t
(
ρ~u

)
+ ∇ · (ρ~u⊗ ~u) + ∇ (α1p1 + α2p2) = 0, (1d)

∂t (α1E1) + ∇ · (α1E1~u
)
+ α1p1∇ · ~u = −µpI (p1 − p2) , (1e)

∂t (α2E2) + ∇ · (α2E2~u
)
+ α2p2∇ · ~u = µpI (p1 − p2) . (1f)
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Hereαk is the volume fraction of phasek, k = 1,2 (α1 + α2 = 1), ρk is the phasic density,
pk is the phasic pressure, andEk = ρkεk is the phasic internal energy, withεk denoting the
phasic specific internal energy. We haveρ = α1ρ1 + α2ρ2 denoting the mixture density, and~u
representing the flow velocity vector. The source terms appearing in (1a), (1e), and (1f) model
mechanical relaxation. In these termsµ > 0 represents the pressure relaxation parameter andpI

is the interface pressure,pI =
Z2p1+Z1p2

Z1+Z2
, whereZk = ρkc2

k is the acoustic impedance of phasek,
andck is the sound speed of phasek. We assume an infinite-rate pressure relaxation withµ→ ∞,
therefore mechanical equilibrium is reached instantaneously.

It is known (cf. [9]) that in this instantaneous pressure relaxation limit the six-equation
model above reduces to the single-velocity single-pressure five-equation model of Kapilaet
al. [18] (see also e.g. [24]). The five-equation model system is composed of two phasic mass
balance equations, the mixture momentum equation, the mixture total energy equation, and an
evolution equation for the volume fraction of one phase witha source term that results from
the asymptotic limit of instantaneous velocity and pressure equilibrium of the non-equilibrium
compressible two-phase flow model of Baer and Nunziato [16].Despite this equivalence, the
six-equation model (1) offers significant advantages in the numerical approximation,compared
to the five-equation model [18]. The main numerical issues inthe solution of the five-equation
system come from the non-conservative contribution in the volume fraction equation that depends
on the divergence of the flow velocity and on the phasic impedances [9, 25]. The variation
of the volume fraction across acoustic waves associated to this term makes the construction
of approximate Riemann solvers more challenging. In particular, the presence of this non-
conservative contribution makes it difficult to preserve volume fraction positivity, especially
when shocks and strong rarefaction waves are involved [9].

2.1.1. System’s closure
The closure of system (1) is obtained through the specification of an equation of state for

each phase, which we choose to express in terms ofEk andρk, pk = pk(Ek, ρk), k = 1,2. The
phasic sound speed can be written asck =

√
κkhk + χk, wherehk =

Ek+pk

ρk
is the phasic specific

enthalpy,κk =
∂pk(Ek,ρk)

∂Ek
andχk =

∂pk(Ek,ρk)
∂ρk

. The mixture sound speed of this model is

c =
√

Y1c2
1 + Y2c2

2 (2)

whereYk =
αkρk

ρ
is the mass fraction of phasek (Y1 + Y2 = 1). Notice the monotonic character

of (2) with respect to the volume fraction in contrast to the non-monotonic behaviour of the
Wood’s sound speed [26] of the Kapilaet al. model [18]. This feature of the 6-equation model
also represents an advantage over the 5-equation model in the numerical approximation. As
explained in [27], the non-monotonic behaviour of the 5-equation model’s sound speed in the
numerical diffusion zone of an interface may result in the presence of two sonic points in this
region even when the flow is subsonic in the two pure fluids. Theconstruction of approximate
Riemann solvers able to handle robustly and efficiently these sonic points does not appear a
simple task. In [9] the authors also explain that the sound speed non-monotonicity might affect
the propagation of acoustic waves interacting with the interfacial zone, and result in a temporal
delay in the wave transmission.

Let us remark that the pressure lawpk = pk(Ek, ρk), by using a more rigorous terminology,
represents anincompleteequation of state. This law suffices to determine the fluid dynamics
when thermal and chemical phenomena are neglected, as in themodel above. However, a caloric
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law Tk = Tk(pk, ρk) for each phasic temperatureTk is also needed in order to completely describe
the thermodynamic state of the fluid (see e.g. [28]). The fullthermodynamic characterization is
required when heat and mass transfer terms are included in the flow model for problems with
phase change, see Section 2.3.

Here we will restrict our study to the case of species governed by the stiffened gas equation
of state (SG EOS):

pk(Ek, ρk) = (γk − 1)Ek − γkπk − (γk − 1)ηkρk, (3a)

Tk(pk, ρk) =
pk + πk

Cvkρk(γk − 1)
(3b)

for k = 1,2, whereγk, πk, ηk, andCvk are material-dependent parameters. The associated entropy
sk(pk,Tk) and the Gibbs free energy (chemical potential)gk(pk,Tk) = hk − Tksk are given by

sk(pk,Tk) = Cvk log
Tk

γk

(pk + πk)γk−1
+ η′k, (3c)

gk(pk,Tk) = (γkCvk − η′k)Tk −CvkTk log
Tk

γk

(pk + πk)γk−1
+ ηk , (3d)

whereη′k is a constant. With the SG EOS assumption (3), we haveκk = (γk−1),χk = −(γk−1)ηk,

and the phasic sound speed can be expressed asck =

√
γk

pk+πk

ρk
.

The mixture specific internal energy for the model considered here is defined asε = Y1ε1 +

Y2ε2 , and, equivalently, the mixture internal energy per unit volume isE = ρε = α1E1 + α2E2.
The latter relation, by using the isobaric assumptionp1 = p2 = p in the energy lawsEk(pk, ρk),
k = 1,2, gives the mixture equation of state, which determines implicitly the mixture pressure
law p = p(E, ρ1, ρ2, α1):

E = α1E1(p, ρ1) + α2E2(p, ρ2). (4)

In the case with the SG EOS (3) we find an explicit expression for the mixture pressurep [29]:

p(E, ρ1, ρ2, α1) =
E − (α1ρ1η1 + α2ρ2η2) −

(
α1γ1π1

γ1−1 +
α2γ2π2

γ2−1

)

α1
γ1−1 +

α2
γ2−1

. (5)

When physically relevant values of the flow state variables are defined in the region of
thermodynamic stability, the single-velocity six-equation model (1) is hyperbolic, that is it has
real eigenvalues and a complete set of eigenvectors, see forinstance [17] and Appendix A.
Let us also recall that (1) represents the asymptotic limit of the hyperbolic seven-equation two-
velocity two-phase flow model of Saurel and Abgrall [21] for instantaneous kinetic relaxation
(see e.g. [17, 18]). One advantage of the six-equation modelwith respect to the two-velocity
model is that the order of the eigenvalues isa priori known, yielding an easy decomposition of
waves in computing approximate solutions to Riemann problems (cf. [30, 31, 32]).

2.2. Phasic-total-energy-based formulation

For numerical reasons that we will discuss in the following,we propose to consider a
mathematically equivalent formulation of the model (1), obtained by replacing the two phasic
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internal energy equations with two phasic total energy equations. We denote withEk =

Ek +
1
2ρk~u · ~u the total energy of phasek. The alternative form of the six-equation model reads

∂tα1 + ~u · ∇α1 = µ (p1 − p2) , (6a)

∂t (α1ρ1) + ∇ · (α1ρ1~u) = 0, (6b)

∂t (α2ρ2) + ∇ · (α2ρ2~u) = 0, (6c)

∂t(ρ~u) + ∇ · (ρ~u⊗ ~u) + ∇ (α1p1 + α2p2) = 0, (6d)

∂t (α1E1) + ∇ · (α1E1~u+ α1p1~u
)
+ Σ (q,∇q) = −µpI (p1 − p2) , (6e)

∂t (α2E2) + ∇ · (α2E2~u+ α2p2~u
) − Σ (q,∇q) = µpI (p1 − p2) , (6f)

where the non-conservative termΣ appearing in the phasic total energy equations is

Σ(q,∇q) = −~u · (Y2∇(α1p1) − Y1∇(α2p2)) = −~u · ((Y2p1 + Y1p2)∇α1 + α1Y2∇p1 − α2Y1∇p2) ,
(6g)

with q denoting the vector of the system unknowns, see (12). Note that unlike the previous
model (1) with the phasic internal energy equations, here the simple sum of the two non-
conservative phasic total energy equations (6e) and (6f) recovers the equation expressing
conservation of the mixture total energyE = E + 1

2ρ~u · ~u = α1E1 + α2E2:

∂tE + ∇ ·
(
E~u+ α1p1~u+ α2p2~u

)
= 0. (7)

This feature is beneficial in the numerical approximation ofthe model to ensure consistency with
the conservation ofE, see Section 3.1.

2.3. Model with heat and mass transfer

A classical way to model thermal and chemical inter-phase phenomena mathematically
consists in introducing additional heat and mass transfer source termsQ and ṁ, respectively,
into the original model system (cf. [14, 33, 21, 8, 11, 17, 22]). In the present work we follow in
particular the modelling approach of Saurel and co-workers[8, 22], employing the six-equation
model with phasic total energy equations (6) as the basic system. The flow model augmented
with heat and mass transfer terms takes the form:

∂tα1 + ~u · ∇α1 = µ (p1 − p2) +
ṁ
ρI
, (8a)

∂t (α1ρ1) + ∇ · (α1ρ1~u) = ṁ, (8b)

∂t (α2ρ2) + ∇ · (α2ρ2~u) = −ṁ, (8c)

∂t(ρ~u) + ∇ · (ρ~u⊗ ~u) + ∇ (α1p1 + α2p2) = 0, (8d)

∂t (α1E1) + ∇ · (α1E1~u+ α1p1~u
)
+ Σ (q,∇q) = −µpI (p1 − p2) + Q + eIṁ, (8e)

∂t (α2E2) + ∇ · (α2E2~u+ α2p2~u
) − Σ (q,∇q) = µpI (p1 − p2) − Q − eIṁ, (8f)

where the termsQ andṁ can be written as

Q = θ(T2 − T1), (9a)

ṁ= ν(g2 − g1). (9b)
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Hereθ andν are the thermal and chemical relaxation parameters, respectively. These parameters
are assumed to be infinite at selected locations, while they are set to zero elsewhere. More
specifically, thermal transfer is activated at liquid-vapor interfaces, and thermo-chemical transfer
is activated at liquid-vapor interfaces under metastable thermodynamic conditions (liquid
temperatureTliq higher than the saturation temperatureTsat at the given pressure):

θ =

{
∞ if ǫI ≤ α1 ≤ 1− ǫI ,
0 otherwise,

(10a)

ν =

{
∞ if ǫI ≤ α1 ≤ 1− ǫI andTliq > Tsat,

0 otherwise.
(10b)

Here the parameterǫI identifies liquid-vapor interface locations (e.g.ǫI = 10−4). See [8] for
further discussion on the choice of tolerances.

We refer the reader to [34, 35] for a rigorous and systematic analytical study of Liu’s
subcharacteristic condition[36] for the six-equation two-phase model with the three levels of
relaxation considered here, namely, pressure relaxation,simultaneous pressure and temperature
relaxation, simultaneous pressure, temperature and chemical potential relaxation. In particular,
the works [34, 35] show that the subcharacteristic condition (characteristic speeds of the
relaxation system at least as large as the characteristic speeds of the relaxed equilibrium system)
is satisfied for all cases as long as physical fundamental positivity conditions on a set of
physically positive thermodynamic variables are fulfilled.

Let us notice that a theoretical pressure-temperature (p-T) saturation curve can be obtained
by imposing the equilibrium condition on the Gibbs free energy g1 = g2 for the liquid and vapor
phases (cf. [37, 38, 8]). With the SG EOS (3a)-(3d), thep-T saturation curve is defined by the
equation

AS +
BS

T
+CS logT + DS log(p+ π1) − log(p+ π2) = 0, (11a)

with

AS =
Cp1 −Cp2 + η

′
2 − η′1

Cp2 −Cv2
, BS =

η1 − η2

Cp2 −Cv2
, CS =

Cp2 −Cp1

Cp2 −Cv2
, DS =

Cp1 −Cv1

Cp2 −Cv2
. (11b)

HereCpk denotes the heat capacity at constant pressure,Cpk = Cvkγk, k = 1,2. The parameters in
the SG EOS (3a)-(3d) can be chosen to fit the above theoreticalp-T curve with the experimental
curve for the considered material [37]. The theoreticalp-T curve is used in the numerical
algorithm, see Section 4.2.

Concerning the interfacial densityρI and the interfacial specific total energyeI that appear in
the mass and heat transfer source terms, their expression can be obtained by imposing appropriate
thermodynamic constraints on the thermal and chemical processes. For instance, in [17], Zein
et al.determine these quantities in a model similar to (8) by assuming pressure and temperature
equilibrium during the relaxation processes. However, thanks to the assumption (10) on the
relaxation parameters and to the particular numerical algorithm used for the treatment of thermal
and chemical source terms, there is no need to specify the expressions ofρI andeI (see Section 4).
Let us also note that, due to the symmetry of the source terms in (8), the mixture mass and total
energy equations are recovered as for the model in (6).

To end this section, for the ease of later reference, we write(8) in a compact form as

∂tq+ ∇ · f (q) + σ (q,∇q) = ψµ(q) + ψθ(q) + ψν(q), (12a)
7



where

q =



α1

α1ρ1

α2ρ2

ρ~u
α1E1

α2E2



, f (q) =



0
α1ρ1~u
α2ρ2~u

ρ~u⊗ ~u+ (α1p1 + α2p2)I
α1 (E1 + p1)~u
α2 (E2 + p2)~u



, σ (q,∇q) =



~u · ∇α1

0
0
0

Σ (q,∇q)
−Σ (q,∇q)



, (12b)

ψµ(q) =



µ (p1 − p2)
0
0
0

−µpI (p1 − p2)
µpI (p1 − p2)



, ψθ(q) =



0
0
0
0

θ (T2 − T1)
−θ (T2 − T1)



, ψν(q) =



ν
g2−g1

ρI
ν (g2 − g1)
−ν (g2 − g1)

0
νeI (g2 − g1)
−νeI (g2 − g1)



.

(12c)
with Σ as in (6g). Above we have put into evidence the conservative portion of the spatial
derivative contributions in the system as∇ · f (q), and we have indicated the non-conservative
term asσ(q,∇q). The source termsψµ(q), ψθ(q), ψν(q) contain mechanical, thermal and chemical
relaxation terms, respectively.

3. Numerical solution of the model system with mechanical relaxation

We begin by considering the solution of the model system (12)with only mechanical
relaxation:

∂tq+ ∇ · f (q) + σ (q,∇q) = ψµ(q). (13)

The treatment of thermal and chemical relaxation terms willbe described in Section 4. To
numerically solve the system above we use a fractional step technique, similar to [9, 17], where
we alternate between the solution of the homogeneous hyperbolic system and the solution of a
system of ordinary differential equations that takes into account pressure relaxation source terms.
That is, the algorithm consists of the following steps:

1. Homogeneous hyperbolic system. We solve over a time interval∆t the homogeneous
hyperbolic portion of (13):

∂tq+ ∇ · f (q) + σ (q,∇q) = 0. (14)

2. Stiffmechanical relaxation.We solve in the limitµ→ ∞ the system of ordinary differential
equations (ODEs)

∂tq = ψµ(q). (15)

This step drives the two-phase flow to mechanical equilibrium with an equilibrium relaxed
pressurep1 = p2 = p. In this step the partial densities, the mixture momentum, the mixture
total energy, and the mixture internal energy remain constant. The volume fractionα1,
the mixture pressurep, and the phasic internal energiesαkEk, Ek = Ek(p, (αkρk)/αk) for
k = 1,2, are updated before returning to Step 1.
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3.1. Mixture-energy-consistent discretization

Before illustrating each step of the algorithm in more details, we emphasize that in the design
of a numerical method for computing approximate solutions of the two-phase model (12) it is
important to ensure at all times conservation of the quantities that are physically conserved,
namely the partial densitiesαkρk, k = 1,2 (together with the mixture densityρ = α1ρ1 + α2ρ2),
the mixture momentumρ~u, and the mixture total energyE = α1E1 + α2E2. Note in particular
that the values of the equilibrium pressure to be used at the beginning of the homogeneous
system solution step must satisfy the mixture EOS (4) for values ofE = E − 1

2ρ~u · ~u that
correspond to conservation-consistent discrete values ofE, so as to approximate correctly
the flow thermodynamic state. Godunov-type schemes can be relatively easily formulated to
preserve conservation at the discrete level of quantities that are governed by conservation laws
(cf. [39, 19]). However, the two-phase mathematical model (either in the form (1) or (6)) does
not contain the conservation law for the total energy, but two phasic energy equations from which
the total energy is recovered. The difficulty then is to discretize the phasic energy equations in
such a way that total energy conservation is fulfilled at the discrete level, and that consistency
with the correct thermodynamic state is ensured in the sensemade precise hereafter.

Let us denote with superscript 0 the quantities computed by solving the homogeneous system
in Step 1 of the algorithm above, and with superscript∗ the quantities at mechanical equilibrium
computed in Step 2. As mentioned above (see also Section 3.3), we haveρ∗k = ρ0

k, k = 1,2,
(ρ~u)∗ = (ρ~u)0, E∗ = E0, andE∗ = E0. Let us also denote withE0,C discrete values of the mixture
total energy that come from a conservative approximation ofthe conservation law forE in (7).

Definition 3.1 We say that the numerical scheme based on the fractional stepalgorithm above
is mixture-energy-consistent if the following two properties are satisfied

(i) Mixture total energy conservation consistency:

E0 = E0,C, (16a)

where E0 = (α1E1)0 + (α2E2)0.

(ii) Relaxed pressure consistency:

E0,C = α∗1E1

(
p∗,

(α1ρ1)0

α∗1

)
+ α∗2E2

(
p∗,

(α2ρ2)0

α∗2

)
, (16b)

whereE0,C = E0,C − (ρ~u)0·(ρ~u)0

2ρ0 .

The first property (i) means that the sum of the discrete values of the phasic total energies
given by the solution of the homogeneous system must recoverdiscrete values of the mixture
total energy that are consistent with a conservative discrete form of (7). The second property (ii)
means that the value of the relaxed (equilibrium) pressurep∗ predicted in the relaxation step must
be equal to the pressure as computed through the mixture equation of statep(E0,C, α∗1, ρ

∗
1, ρ
∗
2),

defined by (4). That is, with the SG EOS, this consistency condition reads (cf. (5))

p∗ =
E0,C −

(
(α1ρ1)0η1 + (α2ρ2)0η2

)
−

(
α∗1γ1π1

γ1−1 +
α∗2γ2π2

γ2−1

)

α∗1
γ1−1 +

α∗2
γ2−1

. (17)
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The mathematical formulation of the two-phase model with the phasic total energy equations
(6) easily allows us to satisfy both properties (i) and (ii).To ensure the property (i), it suffices
in Step 1 to apply a standard conservative scheme to the conservative portion of the energy
equations (6e) and (6f), that is∂t (αkEk) + ∇ ·

(
αkEk~u+ αkpk~u

)
, k = 1,2, and to discretize

symmetrically the non-conservative contributionΣ appearing there. In such a way, the sum of the
discrete non-conservative energy equations recovers a conservative discrete form of the mixture
energy equation, as a consequence of the cancellation of non-conservative discrete contributions.
The fulfillment of mixture total energy conservation consistency then easily enables us to ensure
also the property (ii), the agreement of the relaxed equilibrium pressure with the correct mixture
equation of state. See the simple pressure relaxation procedure for Step 2 in Section 3.3.

On the other hand, it appears difficult to obtain a mixture-energy-consistent scheme if we
apply an analogous fractional step algorithm to the classical six-equation two-phase model (1).
Although clearly both formulations (1) and (6) mathematically recover the conservation law for
the mixture total energy, it seems hard to discretize the phasic internal energies equations (1e)
and (1f) in a way that recovers a conservative discrete form of (7). Indeed, numerical models such
as [9, 17] built on the formulation (1) need to augment the six-equation system with the equation
for E. The additional conservation law forE is solved through a standard conservative scheme to
obtain consistent discrete valuesE0,C. These values are then used to correct the thermodynamic
state predicted by the non-conservative internal energy equations via the mixture equation of
state. Note that this approach in general does not guaranteethe consistency property (ii), that is
p∗ = p(E0,C, α∗1, ρ

∗
1, ρ
∗
2).

3.2. Homogeneous hyperbolic system solution step

In Step 1 of the algorithm we employ the wave propagation method of [19, 40] to compute
approximate solutions of the homogeneous system (14). Thismethod belongs to a class of
Godunov-type finite volume schemes [41, 42, 39, 19] for solving hyperbolic systems of partial
differential equations. We describe hereafter the basic ideas of the method in one dimension. The
two-dimensional scheme will be briefly recalled in Section 3.2.4.

3.2.1. One-dimensional wave-propagation scheme
We consider the solution of the one dimensional system∂tq + ∂x f (q) + σ(q, ∂xq) = 0 (as

obtained by setting~u = u and∇ = ∂x in (12)). We assume a uniform grid with cells of width∆x,
and we denote withQn

i the approximate solution at theith cell at timetn, i ∈ Z, n ∈ N. Setting
∆t = tn+1 − tn, the second-order one-dimensional wave-propagation scheme has the form

Qn+1
i = Qn

i −
∆t
∆x

(A+∆Qi−1/2 +A−∆Qi+1/2
) − ∆t

∆x

(
Fh

i+1/2 − Fh
i−1/2

)
, (18)

whereA∓∆Qi+1/2 are the so-called fluctuations at interfacesxi+1/2 between cellsi and (i+1), and
Fh

i+1/2 are second-order correction fluxes for higher resolution.
Here the fluctuationsA∓∆Qi+1/2 are computed by solving local Riemann problems at cell

interfacesxi+1/2 for each pair of dataQn
i , Qn

i+1 corresponding to adjacent cells. A Riemann solver
(cf. [42, 39, 19]) must be provided to perform this task.

Let us specify the jump relations that need to be satisfied by an approximate Riemann solver
for a Riemann problem with left and right initial dataqℓ andqr . The Riemann solution structure
defined by the solver can be expressed in general by a set ofM wavesWl and corresponding
speedssl , M R 6 . For example, see the HLLC-type solver (M = 3) and the Roe-type solver
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(M = 6) presented below. By using the formalism introduced in [43], we also define thef -waves
Zl = slWl , l = 1, . . . ,M, which have the dimension of a flux. The sum of the waves must be
equal to the initial jump in the vectorq of the system variables:

∆q ≡ qr − qℓ =
M∑

l=1

Wl . (19)

Moreover, for any variable of the model system governed by a conservative equation the initial
jump in the associated flux function must be recovered by the sum of the associatedf -wave
components. In the considered model the conserved quantities areαkρk, k = 1,2, andρu,
therefore in order to guarantee conservation we need:

∆ f (ξ) ≡ f (ξ)(qr ) − f (ξ)(qℓ) =
M∑

l=1

slWl
ξ =

M∑

l=1

Zl
ξ (20)

for ξ = 2,3,4, wheref (ξ) is theξth component of the flux vectorf , andWl
ξ andZl

ξ denote the
ξth component of thelth wave and of thelth f-wave, l = 1, . . . ,M, respectively. It is clear that
conservation of the partial densities ensures conservation of the mixture densityρ = α1ρ1+α2ρ2.
In addition, we must ensure conservation of the mixture total energy, that is the consistency
condition (i) in (16a):

∆ fE ≡ fE(qr ) − fE(qℓ) =
M∑

l=1

sl(Wl
5 +Wl

6) =
M∑

l=1

Zl
5 +Zl

6 , (21)

where fE = u(E + α1p1 + α2p2) is the flux function associated to the mixture total energyE.
Once the Riemann solution structure{Wl

i+1/2, s
l
i+1/2}l=1,...,M arising at each cell edgexi+1/2 is

defined through a Riemann solver, the fluctuationsA∓∆Qi+1/2 and the high-resolution correction
fluxesFh

i+1/2 in (18) are computed as

A±∆Qi+1/2 =

M∑

l=1

(sl
i+1/2

)±Wl
i+1/2, (22)

s+ = max(s,0), s− = min(s,0), and

Fh
i+1/2 =

1
2

M∑

l=1

∣∣∣sl
i+1/2

∣∣∣
(
1− ∆t

∆x

∣∣∣sl
i+1/2

∣∣∣
)
Wh,l

i+1/2 , (23)

whereWh,l
i+1/2 are a modified version ofWl

i+1/2 obtained by applying toWl
i+1/2 a limiter function

(cf. [19]).
We present in the next sections two approximate Riemann solvers that we have developed for

the model system (12): a HLLC-type solver [44, 45, 39], similar to the solvers described in [9,
17], and a new Roe-type solver [46]. The conservation consistency condition (21) (equivalently
(16a)) is easily fulfilled in both cases.

3.2.2. HLLC-type solver
To begin with, we define an approximate solver for the two-phase system (14) by applying

the idea of the HLLC solver of Toroet al. [45] (see also [39]). One difficulty in designing a
11



HLLC-type solver for the present model is related to the non-conservative character of the phasic
energy equations, for which we lack a notion of weak solutionin the distributional framework
(see for instance on this subject [47, 48, 49, 50]). Nonetheless, note that to correctly set the initial
thermodynamic state for the solution of the homogeneous system we only require that the sum
of the phasic total energies computed at the previous time level fulfill the consistency condition
(α1E1)0+ (α2E2)0 = E0,C. The individual phasic energies are re-set at the beginningof Step 1 by
using the relaxed variablesp∗ andα∗1, obtained in Step 2 through a procedure that by construction
ensures that the energies’ sum recovers the correct mixtureenergy state (Section 3.3). The
individual phasic energies values that come from the solution of the homogeneous system have
only a role in the initial condition for the mechanical relaxation step. Aiming at designing the
simplest method that could provide reasonable mixture-energy-consistent estimates for (αkEk)0,
our first approach consists in simply neglecting the non-conservative contributionΣ(q, ∂xq) in
∂tq + ∂x f (q) + σ(q, ∂xq) = 0. We then apply the standard HLLC method to the conservative
portion of the system plus the advection equation forα1. The resulting solver consists of three
wavesWl , l = 1,2,3, moving at speeds

s1 = Sℓ , s2 = S⋆ , and s3 = Sr (24)

that separate four constant statesqℓ, q⋆ℓ, q⋆r andqr . Here we indicate with subscripts⋆ℓ, ⋆r
quantities corresponding to the statesq⋆ℓ andq⋆r adjacent (respectively on the left and on the
right) to the middle wave propagating at speedS⋆. Following Davis [51] we define

Sℓ = min(uℓ − cℓ,ur − cr ) and Sr = max(uℓ + cℓ,ur + cr ). (25)

The speedS⋆ is then determined as (see [39])

S⋆ =
pr − pℓ + ρℓuℓ(Sℓ − uℓ) − ρrur (Sr − ur )

ρℓ(Sℓ − uℓ) − ρr (Sr − ur )
. (26)

The middle statesq⋆ℓ, q⋆r are defined so as to satisfy the following Rankine–Hugoniot
conditions, based on the conservative portion of the system:

f (ξ)(qr ) − f (ξ)(q⋆r ) = Sr (qr − q⋆r ), (27a)

f (ξ)(q⋆ℓ) − f (ξ)(qℓ) = Sℓ(q⋆ℓ − qℓ), (27b)

f (ξ)(q⋆r ) − f (ξ)(q⋆ℓ) = S⋆(q⋆r − q⋆ℓ), (27c)

ξ = 2, . . . ,6. Then, the middle states are obtained as

q⋆ι =



α1,ι

(α1ρ1)ι
Sι−uι
Sι−S⋆

(α2ρ2)ι
Sι−uι
Sι−S⋆

ρι
Sι−uι
Sι−S⋆ S⋆

(α1ρ1)ι
Sι−uι
Sι−S⋆

(
E1,ι

ρ1,ι
+ (S⋆ − uι)

(
S⋆ +

pι
ρ1,ι(Sι−uι)

))

(α2ρ2)ι
Sι−uι
Sι−S⋆

(
E2,ι

ρ2,ι
+ (S⋆ − uι)

(
S⋆ +

pι
ρ2,ι(Sι−uι)

))



, (28)

ι = ℓ, r. The waves for this simple HLLC-type solver are

W1 = q⋆ℓ − qℓ, W2 = q⋆r − q⋆ℓ, and W3 = qr − q⋆r . (29)
12



Note that the conditions (27) above forξ = 2,3,4 imply the conservation conditions forαkρk

andρu in (20) (with M = 3). Forξ = 5,6, the conditions (27) imply analogous relations for the
conservative portion of the phasic energy equations:

∆ f (ξ) ≡ f (ξ)(qr ) − f (ξ)(qℓ) =
3∑

l=1

slWl
ξ =

3∑

l=1

Zl
ξ (30)

for ξ = 5,6, where∆ f (4+k) = uαk(Ek + pk), k = 1,2. SincefE(q) = f (5)(q) + f (6)(q), the above
relations clearly guarantee the consistency condition (21) (equivalently (16a)) with mixture total
energy conservation.

Let us mention that it is possible to construct more sophisticated HLLC-type solvers that
take into account the non-conservative terms in the phasic energy equations. The idea is to
introduce a correctionΦl to the f-wave componentsZl

5,Zl
6 corresponding to the phasic energies

to model non-conservative energy exchanges:ZΣ,l
4+k = Zl

4+k + (−1)kΦl , k = 1,2, l = 1,2,3. Note
that for any choice ofΦl we still guarantee the mixture total energy conservation consistency
condition (21), thanks to the symmetry of thef -wave corrections for the two phasic energies
αkEk, k = 1,2. In fact, in the sum of the mixture total energy flux contributions the termsΦl

cancel out:∆ fE = ∆ f (5) + ∆ f (6) =
∑3

l=1(ZΣ,l
5 +Z

Σ,l
6 ) =

∑3
l=1(Zl

5 +Zl
6).

We have numerically investigated versions of the HLLC-typesolver with different treatment
of the non-conservative terms, and no remarkable difference has been observed between the sets
of results. Therefore, we choose in general to adopt the simplest method that neglects the±Σ
terms. Extensive numerical experimentation has shown the effectiveness of this approach, based
on the results available in the literature.

3.2.3. Roe-type solver
Following the classical Roe’s approach [46] (see also [42, 39, 19]), we define an approximate

Riemann solver for (14) by using the exact solution to the Riemann problem for a linearized
system∂tq + Ã(qℓ,qr )∂xq = 0. The constant coefficient matrix Ã = Ã(qℓ,qr ) ∈ R6×6 (Roe
matrix) is an averaged version of the matrixA(q) of the homogeneous model system written in
quasi-linear form,∂tq + ∂x f (q) + σ(q, ∂xq) = ∂tq + A(q)∂xq = 0. Note that, in contrast with
the HLLC-type method described above, here we include the non-conservative terms±Σ(q, ∂xq)
in the discretization. The numerical scheme then implicitly defines a meaning for these non-
conservative contributions, whose suitability remains nonetheless hard to evaluate.

The choice of the Roe matrix̃A = Ã(qℓ,qr ) must guarantee conservation for the quantities
that are physically conserved, the partial densitiesαkρk, k = 1,2, the mixture momentumρu,
and the mixture total energyE (conditions (20) and (21)). That is, denoting withq(ξ) the ξth
component ofq, and with f (ξ) the associated flux function (ξth component off (q)), we require:

6∑

l=1

Ãξl(qr − qℓ)
(l) = f (ξ)(qr ) − f (ξ)(qℓ) (31a)

for ξ = 2,3,4, and

6∑

l=1

(Ã5l + Ã6l)(qr − qℓ)
(l) = fE(qr ) − fE(qℓ), (31b)
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whereÃξl is the entry (ξ, l) of the matrixÃ, and fE = u(E + α1p1 + α2p2) is the flux function
for the total energyE, see equation (7). The relations above are equivalent to theconditions
(20) and (21). The Riemann solution structure of the Roe solver consists ofM = 6 waves and
speeds that correspond to the eigenstructure of the Roe matrix. Denoting with ˜rξ the (right) Roe
eigenvectors, and with̃λξ the Roe eigenvalues, we have

Wξ = β̃ξ r̃ξ and sξ = λ̃ξ , ξ = 1, · · · ,6, (32)

where β̃ξ are the coefficients of the projection of the jumpqr − qℓ onto the basis of the Roe
eigenvectors,qr −qℓ =

∑6
ξ=1 β̃ξ r̃ξ. The definition of the Roe matrix and of the Roe eigenstructure

for the case of the stiffened gas EOS is reported in Appendix B.
Numerical experiments show agreement of the results obtained with the HLLC-type solver

and the Roe-type solver [52]. Let us remark that the HLLC method, as expected, is more
robust than the Roe method, and it is the method that we usually prefer to employ for the one-
dimensional scheme and for the computation of normal waves in the two-dimensional scheme.
The Roe eigenstructure is nonetheless useful in the two-dimensional wave propagation algorithm
to define transverse fluctuations [19]. This is done by projecting the normal fluctuations obtained
via the HLLC solver onto the basis of Roe eigenvectors associated to the orthogonal direction.

3.2.4. Two-dimensional wave-propagation scheme
We consider the solution of system (12) in two dimensions on aCartesian grid with cells of

size∆x and∆y. We denote byQn
i j the approximate solution of the system at the cell (i, j) and at

time tn. The two-dimensional high-resolution wave propagation algorithm [40, 19] has the form

Qn+1
i j = Qn

i j −
∆t
∆x

(
A+∆Qi−1/2, j +A−∆Qi+1/2, j

)
− ∆t
∆y

(
B+∆Qi, j−1/2 + B−∆Qi, j+1/2

)
−

∆t
∆x

(
Fh

i+1/2, j − Fh
i−1/2, j

)
− ∆t
∆y

(
Gh

i, j+1/2 −Gh
i, j−1/2

)
.

(33)

HereA±∆Q andB±∆Q are the fluctuations arising from plane-wave Riemann problems in thex
andy directions [40]. The fluxesFh

i+1/2, j , Gh
i, j+1/2 contain contributions of transverse fluctuations

and second-order corrections terms and they are employed toobtain higher accuracy.
The transverse fluctuations are computed by decomposing thefluctuationsA±∆Q andB±∆Q

into transverse waves. In our scheme we use the eigenstructure of the Roe matrices of the local
plane-wave Riemann problems (see Appendix B) to perform thetransverse splitting.

The algorithm (33) above can be generalized in a straightforward manner to logically
rectangular quadrilateral grids (curvilinear grids) to perform computations in irregularly-shaped
domains. We refer the reader to [19, 40] for an exhaustive presentation of multi-dimensional
wave-propagation algorithms, and to [53, 15] for applications to compressible multiphase flow.

3.3. Stiff mechanical relaxation step

In Step 2 of the algorithm the phasic pressures obtained fromStep 1 are relaxed to an
equilibrium value. We use a procedure similar to the relaxation techniques described in [21, 9],
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in that we consider the system of ODEs (15) and we look for its solution in the limitµ→ ∞:

∂tα1 = µ (p1 − p2) , (34a)

∂t (α1ρ1) = 0, (34b)

∂t (α2ρ2) = 0, (34c)

∂t
(
ρ~u

)
= 0, (34d)

∂t (α1E1) = −µpI (p1 − p2) , (34e)

∂t (α2E2) = µpI (p1 − p2) . (34f)

Recall that the quantities with superscript 0 are those coming from the solution of the
homogeneous system in Step 1, and that the quantities with superscript∗ represent the solution
at mechanical equilibrium. As earlier anticipated, from (34b) and (34c) it is easy to observe that

(αkρk)
∗ = (αkρk)

0 , k = 1,2, and (ρ~u)∗ = (ρ~u)0, (35)

this yielding alsoρ∗ = ρ0 and~u∗ = ~u0. Now, combining (34a), (34e), (34f), and using (35), we
find easily

∂t(α1E1) = ∂t(α1E1) = −pI∂tα1, (36a)

∂t(α2E2) = ∂t(α2E2) = pI∂tα1. (36b)

Note that the sum of these equations gives∂tE = ∂tE = 0, and henceE∗ = E0 andE∗ = E0,
meaning that the total energy and the total internal energy of the two-phase mixture do not vary
as the phasic pressures relax toward the equilibrium valuep∗.

We introduce now an approximation, by assuming a linear variation of the interface pressure
pI with α1:

pI = p0
I +

p∗I − p0
I

α∗1 − α0
1

(α1 − α0
1). (37)

With this assumption, the system (36) can be easily integrated, and we obtain

(α1E1)∗ − (α1E1)0 = (α1E1)∗ − (α1E1)0 = −
p0

I + p∗I
2

(α∗1 − α0
1), (38a)

(α2E2)∗ − (α2E2)0 = (α2E2)∗ − (α2E2)0 =
p0

I + p∗I
2

(α∗1 − α0
1). (38b)

Note that the hypothesis (37) is equivalent to approximating pI in (36) as pI =
p0
I+p∗I
2 (an

approximation also suggested in [17]).
Next, we impose mechanical equilibriump∗1 = p∗2 = p∗I = p∗, which in particular amounts to

express the phasic internal energies at final time asE∗k = Ek(p∗, (αkρk)0/α∗k) for k = 1,2. With
these relations, together with (35) and the saturation condition α1 + α2 = 1, system (38) gives
two equations for the two unknownsα∗1 and p∗. For the particular case of the SG EOS (3) we
can obtain a simple quadratic equation for the relaxed pressurep∗ (which has always a physically
admissible solution) and then easily compute the relaxed volume fractionα∗1. See Appendix C.1.

Let us remark that the valuesp∗ andα∗1 computed through this algorithm by construction
satisfy the mixture internal energy equation (4), hence therelaxed pressurep∗ verifies the

mixture pressure lawp∗ = p
(
E0, α∗1,

(α1ρ1)0

α∗1
,

(α2ρ2)0

α∗2

)
, where we have usedE∗ = E0 and
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(αkρk)∗ = (αkρk)0. Since the wave propagation scheme that we employ in Step 1 recovers
conservation-consistent discrete values of the mixture total energy from the computed phasic
energies,E0 = (α1E1)0 + (α2E2)0 = E0,C, then the computed values ofE0 = E0 − 1

2
(ρ~u)0·(ρ~u)0

ρ0

also agree with mixture total energy conservation. Based onthis observation we deduce that the
simple pressure relaxation procedure described here computes the thermodynamically correct
value of the equilibrium pressurep∗. Both properties (i) and (ii) of Definition 3.1 are ensured,
and therefore the numerical scheme is mixture-energy-consistent.

4. Numerical solution of the extended model system with thermal and chemical relaxation

We consider now the numerical treatment of heat and mass transfer terms to solve the full
model (12). As in [17], we assume that the mechanical relaxation characteristic time 1/µ is much
smaller than the characteristic time scales 1/θ, 1/ν of heat and mass transfer, and that thermal
and chemical relaxation occur in conditions of pressure equilibrium. Based on this, heat and
mass transfer source terms are handled after solving the system with mechanical relaxation (15).
A third step is then added to the fractional step algorithm described in Section 3. This Step 3 of
the algorithm is activated at liquid-vapor interfaces onlyand it includes two sub-steps:

3a. Thermal relaxation. We solve in the limitµ→ ∞, θ → ∞ the system of ODEs

∂tq = ψµ(q) + ψθ(q). (39)

This sub-step relaxes the phasic temperatures to an equilibrium valueT1 = T2 ≡ T under
the constraint of mechanical equilibrium, represented by the stiff pressure relaxation term
ψµ(q) in the system above. The updated valuesT, p of the temperature and of the pressure
computed through this step are used to check the metastability conditionTliq = T > Tsat(p).
If the liquid has reached a metastable state, then mass transfer is also activated by applying
the next sub-step 3b. Otherwise, we update the volume fraction, the pressure and the phasic
energies and we return to the solution of the homogeneous system (Step 1).

3b. Thermo-chemical relaxation.If the metastability condition is fulfilled, the system of
ODES

∂tq = ψµ(q) + ψθ(q) + ψν(q) (40)

is solved in the limitµ→ ∞, θ → ∞, ν→ ∞. This step of the algorithm relaxes the phasic
temperatures and Gibbs free energies to equilibrium valuesT1 = T2 ≡ T andg1 = g2 at
liquid-vapor interfaces, while keeping mechanical equilibrium p1 = p2. Note that in this
step the mixture density, momentum, total energy and internal energy remain constant,
whereas the partial densities vary. The solution of the system above gives updated values
for the volume fractionα1, the mixture pressurep, the partial densitiesαkρk, and the phasic
energiesαkEk, Ek = Ek(p, (αkρk)/αk) before returning to Step 1.

In the section devoted to the illustration of numerical experiments (Section 5) we will
sometimes refer to the thermo-chemical solver described here asp-pT-pTg, this nomenclature
representing the Steps 2, 3a, and 3b of the algorithm.

16



4.1. Thermal relaxation step

We illustrate here the solver used for the temperature relaxation step (Step 3a). We consider
the solution of the system of ODEs (39) in the limitµ→ ∞, θ → ∞:

∂tα1 = µ (p1 − p2) , (41a)

∂t(α1ρ1) = 0, (41b)

∂t(α2ρ2) = 0, (41c)

∂t
(
ρ~u

)
= 0, (41d)

∂t(α1E1) = −µpI (p1 − p2) + θ (T2 − T1) , (41e)

∂t(α2E2) = µpI (p1 − p2) − θ (T2 − T1) . (41f)

The quantities at initial time are those coming form the pressure relaxation step, denoted with
superscript∗. We indicate with superscript∗∗ the quantities at final time (mechanical and thermal
equilibrium). We easily see that the partial densities, themixture momentum, and the mixture
internal and total energy remain constant in this step. Therefore, as in Step 2 of the algorithm,
we have

(αkρk)
∗∗ = (αkρk)

0, k = 1,2, (ρ~u)∗∗ = (ρ~u)0, E∗∗ = E0, E∗∗ = E0. (42)

The mechanical and thermal equilibrium conditions to be imposed here are

p∗∗1 = p∗∗2 ≡ p∗∗, (43a)

T∗∗1 = T∗∗2 ≡ T∗∗. (43b)

Combining (42) and (43) gives an algebraic system for the unknownsα∗∗1 , ρ∗∗k , p∗∗, T∗∗. For the
stiffened gas EOS this system can be reduced to the solution of a quadratic equation to be solved
for the pressurep∗∗. See Appendix C.2.

4.2. Thermo-chemical relaxation step

We finally describe the solution technique for the temperature and Gibbs free energy
relaxation step (Step 3b). This step is activated if metastable states are reached,T∗∗ > Tsat(p∗∗).
The saturation temperatureTsat is computed by solving the nonlinearp-T equation in (11) by
using Newton’s iterative method. We look for the solution ofthe system of ODEs (40) in the
limit µ→ ∞, θ → ∞, ν→ ∞:

∂tα1 = µ (p1 − p2) + ν
g2 − g1

ρI
, (44a)

∂t(α1ρ1) = ν (g2 − g1) , (44b)

∂t(α2ρ2) = −ν (g2 − g1) , (44c)

∂t
(
ρ~u

)
= 0, (44d)

∂t(α1E1) = −µpI (p1 − p2) + θ (T2 − T1) + νeI (g2 − g1) , (44e)

∂t(α2E2) = µpI (p1 − p2) − θ (T2 − T1) − νeI (g2 − g1) . (44f)

The quantities at initial time are those coming from the mechanical and thermal relaxation
step, denoted with superscript∗∗. We denote with superscript⊛ the quantities at final time
(mechanical, thermal, and chemical equilibrium). We easily see that the mixture density,
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momentum, internal energy and total energy remain constantin this step. Therefore, by using
the relations (42):

ρ⊛ = ρ0, (ρ~u)⊛ = (ρ~u)0, E⊛ = E0, E⊛ = E0. (45)

Hence we can write the mass and mixture energy conservation conditions:

ρ0 = α⊛

1 ρ
⊛

1 + α
⊛

2 ρ
⊛

2 , (46a)

E0 = α⊛

1 E
⊛

1 + α
⊛

2 E
⊛

2 . (46b)

The mechanical, thermal and chemical equilibrium conditions are

p⊛1 = p⊛2 ≡ p⊛, (47a)

T⊛

1 = T⊛

2 ≡ T⊛, (47b)

g⊛1 = g⊛2 . (47c)

Now the equations (46) and (47), together with the constraint α1 + α2 = 1 and the phasic EOS
relationsEk = Ek(pk, ρk), give an algebraic system for the equilibrium variablesα⊛

1 , p⊛, T⊛,
ρ⊛1 , ρ⊛2 . The system can be easily reduced to the solution of a single equation for one variable,
for instance the equilibrium pressurep⊛. In general this equation is non-linear and needs to be
solved numerically, for example by Newton’s iterative method. See Appendix C.3.

Note that with the solution procedure described here we do not need to specify expressions
for the interface densityρI and the interface specific total energyeI in the ODEs system (44). Let
us also mention that an analogous procedure has also been used in [23].

To end this section, it is important to stress that, similar to the pressure relaxation
step described in Section 3.3, these steps of the algorithm for thermal and thermo-chemical
equilibrium ensure consistency of the equilibrium pressure valuesp∗∗ and p⊛ with the correct
mixture equation of state. Again, this comes from the fact that by construction the relaxed
thermodynamic state satisfies the mixture energy equation (4), and that the discrete values of the
mixture total energyE⊛ = E∗∗ = E∗ = E0 computed through our Godunov-type scheme for the
solution of the homogeneous system are conservation-consistent.

5. Numerical experiments

We present here a selection of numerical results in one and two space dimensions obtained
by using the method described in the previous sections with and without activation of thermo-
chemical relaxation processes. For the one-dimensional tests we also illustrate some comparison
results with an alternative algorithm for heat and mass transfer that consists in skipping Step 3a
in the procedure described in Section 4.

5.1. Water cavitation tube problem

We begin by considering a water liquid-vapor expansion (cavitation) tube problem in one
dimension proposed by Saurelet al. [8]. In this test we have a shock tube of unit length filled
with liquid water of densityρl = 1150 kg/m3 at atmospheric pressurep = 105 Pa. The liquid
is assumed to contain a uniformly distributed small amount of vapor,αv = 10−2 in the whole
domain. We use the stiffened gas equation of state (3) to model the thermodynamic behavior
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of the liquid and vapor phases of water, with the parameters given in table 1. With this set of
data, from (3) we find the liquid temperature asTl = 354.728 K, and hence the vapor density
ρv = 0.63 kg/m3, by assuming the flow in thermal equilibriumTv = Tl .

A velocity discontinuity is set atx = 0.5 m at initial time. In the first test case we set
u = −2 m/s on the left andu = 2 m/s on the right of the discontinuity.

For this specific test, we perform the computation with four different levels of relaxation
by using the basic techniques detailed in Section 4: only mechanical relaxation with no heat
and mass transfer (case denoted asp relaxation in the following and in the legend of the
figures); mechanical relaxation and thermal relaxation at interfaces (pT relaxation); mechanical
relaxation, thermal relaxation at interfaces and full thermodynamic relaxation at interfaces under
metastable conditions (p-pT-pTg relaxation); mechanical relaxation and full thermodynamic
relaxation at interfaces under metastable conditions (p-pTgrelaxation). Phase transition is hence
activated only for the two cases ofp-pT-pTg and p-pTg relaxation. The former case (p-pT-
pTg) corresponds to the physical model of thermodynamic transfer defined in (10) and to the
numerical algorithm illustrated in Sections 3 and 4. The latter case (p-pTg) corresponds to an
alternative thermodynamic model where we considerθ, ν = ∞ if simultaneouslyǫI ≤ α1 ≤ 1− ǫI
andTk > Tsat(peq) for eitherk = 1 ork = 2 (see [8, 22]). Numerically, for this case we pass from
Step 2 of the fractional step algorithm (pressure equilibrium) to Step 3b (full thermodynamic
equilibrium).

We use 5000 grid cells, as in [17], and we set the Courant number κ = 0.5. Note that
the authors in [17] need to takeκ ≈ 0.15 in order to obtain a stable solution for this problem.
Results are displayed in Fig. 1, where we indicate with a solid line thep relaxation case, with a
dotted/dashed line thep-pT case, with a dashed line thep-pTgcase, and with stars thep-pT-
pTg case. In all the cases we observe two rarefactions propagating in opposite directions that
produce a pressure decrease in the middle region of the tube.Note that the leading edge of the
two rarefaction waves in the cases ofp-pT andp-pT-pTgrelaxation moves at a lower speed with
respect to thep andp-pTg relaxation cases. This is a consequence of the activation ofthermal
transfer at interfaces, see (10), which causes expansion tooccur under thermal equilibrium. Note
however that the flow in the region of the two rarefaction waves is not under chemical equilibrium
since here the metastability condition is not met and therefore Gibbs free energy relaxation is
not activated. Let us also notice that the lower characteristic speed predicted by our results
in conditions of simultaneous pressure and temperature equilibrium with respect to the case of
merely pressure equilibrium agrees with the theoretical work of Flåtten–Lund [34], where the
authors derive analytical expressions of the characteristic equilibrium speeds for a hierarchy of
relaxation two-phase models. The wave structure solution with no phase transition is commonly
seen in one of the classical mechanical cavitation tube test(cf. [9] and one example obtained with
the present method in [52]). When thermal and chemical processes are activated at metastable
states (casesp-pT-pTgandp-pTg) we observe in the solution two additional waves propagating
in opposite directions at a speed lower than the speed of the two external expansion waves. These
additional waves are evaporation fronts. In these cases with liquid-vapor transition liquid water
is expanded until the saturation pressure is reached (see the plot of the pressure in Fig. 1). We
can notice from the plot of the vapor mass fraction that a small amount of vapor is generated.

Next, we perform an analogous test but with stronger rarefaction effects by setting the initial
velocity tou = −500 m/s on the left of the initial discontinuity andu = 500 m/s on the right. We
use 5000 grid cells andκ = 0.1. Due to the stiffness of the problem, taking a higher Courant
number deteriorates the accuracy of the pressure solution in correspondence of the evaporation
fronts. Results are displayed in Fig. 2, where again we show the four cases corresponding to
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different levels of relaxation. In this test with stronger expansion the two evaporation waves (one
left-going, the other right-going) are more clearly distinguishable, and the increase of the vapor
mass fraction is much more significant.

These numerical results agree qualitatively with those in the literature [8, 17]. Moreover, our
numerical method improves significantly the computationaltime with respect to the approach
of Zein et al. [17]. Here for instance the authors need to take the Courant number as low as
κ = 0.03 for the expansion tube test with strong rarefactions.

Table 1: Parameters for the SG EOS for liquid and vapor water

phase γ π [Pa] η [J/kg] η′ [J/(Kg · K)] Cv [J/(Kg · K)]
liquid 2.35 109 −1167× 103 0 1816
vapor 1.43 0 2030× 103 −23.4× 103 1040

5.2. Dodecane liquid-vapor shock tube problem

We consider here a dodecane liquid-vapor shock tube problemalso proposed in [8]. This test
involves a unit length shock tube with an initial discontinuity located atx = 0.75 m that separates
a left region filled with liquid dodecane and a right region filled with vapor dodecane. As in [8],
for numerical reasons each fluid region contains a small amount of the phase that fills the region
on other side of the discontinuity (ǫ = 10−8).

The initial condition consists of two constant states on thetwo sides of the discontinuity with
data

(ρv, ρl , u, p, αv)L =
(
2 kg/m3, 500 kg/m3, 0, 108 Pa, 10−8

)

and
(ρv, ρl , u, p, αv)R =

(
2 kg/m3, 500 kg/m3, 0, 105 Pa, 1− 10−8

)
,

where the subscriptsL andR denote the states on the left and on the right of the interface. The
liquid and vapor phases of dodecane are modeled through the stiffened gas equation of state (3)
with the parameters given in Table 2.

Figure 3 shows numerical results at timet = 473 µs obtained by employing our numerical
model with and without mass and heat transfer effects. Here we plot results for three different
levels of relaxation:p relaxation (solid line),p-pT-pTgrelaxation (stars), andp-pTgrelaxation
(dashed line). Thermo-chemical transfer at metastable states and therefore liquid-vapor transition
is activated only in the last two cases. From the plots we can observe for both cases with and
without phase transition that the breaking of the initial liquid-vapor interface results in a leftward
going rarefaction wave, a rightward going contact discontinuity, and a shock wave. Moreover,
when thermal and chemical effects are activated, liquid-vapor phase change occurs, generating
an additional evaporation wave between the rarefaction wave and the contact discontinuity. This
evaporation front produces a liquid-vapor saturation region at higher speed. For this test there are
not visible differences between thep-pT-pTgandp-pTgcases. In particular, note that the left-
going rarefaction occurs in a region of almost pure liquid and hence only mechanical relaxation
is activated in this zone for all cases. We can observe that indeed in this zone the flow is away
from thermal equilibrium by looking at the plot of the temperature differenceTv − Tl in Fig. 3.

Our results agree qualitatively with those reported in [8] and [17]. In the present test the
computation was performed by using a grid with 2000 cells.
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Figure 1: Numerical results for the water cavitation tube test with initial velocity |u| = 2 m/s at timet = 3.2 ms.
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Figure 2: Numerical results for the water cavitation tube test with initial velocity |u| = 500 m/s at timet = 0.58 ms.
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Figure 3: Numerical results for the dodecane liquid-vapor shock tube problem at timet = 473 µs. The plots show the
solution computed with and without activation of thermo-chemical transfer.
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Table 2: Parameters for the SG EOS for liquid and vapor dodecane

phase γ π [Pa] η [J/kg] η′ [J/(Kg · K)] Cv [J/(Kg · K)]
liquid 2.35 4× 108 −775.269× 103 0 1077.7
vapor 1.025 0 −237.547× 103 −24.4× 103 1956.45

5.3. Cavitating Richtmyer–Meshkov instability

Our first example in two space dimensions is the gas-water cavitating Richtmyer–Meshkov
instability test problem proposed in [9]. Mass and heat transfer effects are neglected in this
experiment. We consider a rectangular region, (x, y) ∈ [0,3 m] × [0,1 m], where at initial time
a curved interface separates a left zone filled with nearly pure water (αg = 10−6) and a right
zone filled with nearly pure gas (αw = 10−6), see the top row of Fig. 4 for an illustration. The
initial pressure isp = 105 Pa and the densities areρg = 100 kg/m3 andρw = 1000 kg/m3

for gas and water, respectively. Both gas and water have an initial velocity of u = −200 m/s.
The two materials are modelled by the stiffened gas equation of state with parametersγw = 4.4,
πw = 6 × 108 Pa,ηw = η

′
w = 0 Pa, for water, andγg = 1.4, πg = 0 Pa,ηg = η

′
g = 0 Pa, for the

gas. Here, top, bottom and left boundaries are treated as solid walls, whereas the right side is
considered an outflow boundary.

Figure 4 shows the numerical results obtained by using our method at five different times,
t = 2, 3.1, 6.4 and 8.6 ms, employing a 300×100 grid. From the plots one can observe that when
the flow impinges against the left wall a right-going shock wave propagates through the curved
gas-water interface. This produces a Richtmyer–Meshkov instability characterized by expansion
waves and an elongating jet. The pressure decrease in the expansion zones close to the left wall
generates cavitation pockets in this region. Our results agree well with the ones shown in [9], by
looking at the global features of the solution structure.

5.4. Vapor bubble compression

We are next interested in simulating the piston-induced compression of a vapor bubble in a
liquid and the associated phase transition processes. We adopt a problem setup similar to the
one considered by Caroet al. in [54] (see also [14]). Initially a stationary vapor bubbleof
radius 0.2 m is situated at the center of a liquid-filled unit square container with a wall-mounted
piston on the left boundary and fixed solid walls on the other sides. We fix phasic pressures and
temperatures to the equilibrium valuespl = pv = 105 Pa, andTl = Tv = 600 K, respectively.
We assume that the material inside the container is dodecane, and the parameters for the liquid
and vapor phases are taken as in Table 2. With this set of data,the phasic densities for the
liquid and vapor phases are thenρl = 458.338 kg/m3 andρv = 3.408 kg/m3. Similar to previous
experiments, initially each fluid is assumed to be nearly pure, withαl = 10−6 in the vapor bubble,
andαv = 10−6 in the surrounding liquid region, respectively. The pistonvelocity set at the left
wall is up = 100 m/s. See [19] for more details on the numerical treatment for this moving
boundary.

Numerical results obtained with the full model with thermo-chemical transfer are shown in
Fig. 5. Here we display pseudo-color plots for the vapor massfraction and contour plots for the
mixture pressure at three different times,t = 0.4, 0.8, and 1.2 ms, using a 200× 200 grid. Due
to the piston motion and consequent bubble compression, theinitial circular shape of the vapor
bubble is deformed to a kidney shape, as it is clearly visiblefrom the vapor mass fraction plots.
Let us note that no spurious pressure oscillations at interfaces are observed at the various stages

23



Gas volume fraction Mixture pressure

t=0ms

t=2ms
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Figure 4: Numerical results for the cavitating Richtmyer–Meshkov instability experiment. Pseudo-color plots of the gas
volume fraction, and contours of the mixture pressure are shown at five different times,t = 0,2,3.1,6.4 and 8.6 ms using
a 300× 100 grid. The black solid line displayed in the pressure plots indicates the approximate location of the gas-water
interface.
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of the bubble compression, this indicating the efficiency of both the wave propagation scheme
and the thermodynamic relaxation procedure described in Section 4.

5.5. High-velocity underwater projectile

To show the capabilities of our two-dimensional computational method with mapped grids
for irregularly-shaped domains, we begin by considering the high-velocity underwater projectile
numerical experiment presented in [8] (see also [10]). In this problem liquid water flows at speed
u = 600 m/s from left to right over an immersed obstacle with hexagonalsection. Initially the
liquid is at atmospheric pressure,p = 105 Pa, and it has densityρl = 1500 kg/m3. A small
amount of vaporαv = 10−3 is present in the liquid at the initial time. The parameters of the
SG equation of state for the liquid and vapor phases of water are the same as those used for the
one-dimensional cavitation tube experiment in Section 5.1, see Table 1.

Due to the symmetry of the problem, we perform the computation only on the portion
of the physical domain above the symmetry axis, set aty = 0, imposing a line-of-symmetry
boundary condition at this axis. We use a uniform grid with 600× 200 cells over the rectangular
computational domain [0,1.5 m]×[0,0.5 m], which is mapped to a curvilinear grid in the physical
domain, see Fig. 6.

We compute the solution with and without heat and mass transfer. In both cases the flow
interaction with the edges of the obstacle generates strongrarefaction waves, which determine a
pressure decrease and consequently a cavitation region. After a time sufficiently large the flow
reaches a steady configuration with a stationary cavitationzone. In the case with no thermo-
chemical effects only mechanical cavitation is observed, that is the growth of a gas pocket due
to the pressure decrease. Figure 7 shows steady-state results at timet = 10 ms. Here we
display pseudo-color plots of the vapor volume fraction, vapor mass fraction, mixture density,
and mixture pressure obtained by our method with and withoutactivation of the thermo-chemical
solver. By looking at the results with heat and mass transferin the left column of the figure, one
can observe the variation of the vapor mass fraction, which indicates the formation of evaporation
fronts. The phasic mass fractions remain instead constant if no phase transition is modeled, and
in this case only the volume fractions vary, as shown in the results in the right column of the
figure. All these results are in agreement with those presented in [8]. Moreover, as in [8],
we observe a different pressure field in correspondence of the cavitation wake: while for the
case with no thermo-chemical effects the pressure continues decreasing reaching small values
of the order of 10−3 bar, for the case with thermo-chemical transfer the pressure decreases until
saturation conditions, corresponding approximately to a value of 0.5 bar. This is analogous to the
behaviour of the pressure observed for the one-dimensionalcavitation test in Section 5.1 (Fig. 1).

5.6. High-pressure fuel injector

To end this section, we perform the high-pressure fuel injector experiment proposed in [8].
Here we consider a nozzle where liquid fuel (dodecane) is injected from a high-pressure tank
to a chamber at atmospheric pressure. The nozzle has the shape shown in Fig. 6, and it has a
length of 10 cm and a height of 4 cm. The height of the throat is 1.2 cm, and the outer inclination
angles of the converging and diverging chambers with respect to the horizontal direction are 45◦

and 10◦, respectively. We set an initial discontinuity at ¯x = 0.8 cm between a region of liquid
dodecane at a pressure of 1000 bar and at a temperature of 640 K(the corresponding density is
570 Kg/m3) and a region of dodecane vapor at atmospheric conditions (1bar). A small amount
of vaporαv = 10−4 is present in the liquid at the initial time. The parameters of the SG equation
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t=0.8ms

t=1.2ms

Figure 5: Numerical results for the vapor-bubble compressiontest with thermo-chemical relaxation effects. Pseudo-color
plots of the vapor mass fraction (left) and contour plots of the pressure (right) are shown at three different times,t = 0.4,
0.8, and 1.2 ms, using a 200× 200 grid. In each plot, the dashed line indicates the initiallocation of the liquid-vapor
interface, and the solid line indicates the location of the interface at the displayed time.
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Figure 6: Types of quadrilateral grid used for the high-speed underwater projectile experiment (on the left), and for the
high-pressure injector experiment (on the right).

of state for the liquid and vapor dodecane phases are the sameas those used in the previous
one-dimensional dodecane liquid-vapor shock tube problem, see Table 2.

Numerical results obtained by our method with and without heat and mass transfer over
a 400× 160 grid are shown in Fig. 8. Here we display pseudo-color plots of the vapor volume
fraction, vapor mass fraction, mixture density, vapor temperature and mixture pressure at timet =
600 µs, corresponding to a fully-developed stage on the fuel jet.As observed in [8], there are not
large differences in the size of the cavitation pockets between the case with phase transition (left
column) and the case without phase transition (right column), as one can notice from the plots
of the volume fraction and of the density. Significant differences can be nonetheless observed in
the vapor mass fraction and vapor temperature plots. Let us note in particular the sharp variation
of the vapor temperature across the interfacial zones if thermo-chemical effects are not activated.

6. Conclusions

We have developed a new numerical model for two-phase compressible flows with cavitation
and liquid-vapor transition based on the single-velocity 6-equation two-phase flow model with
stiff pressure relaxation of Saurelet al. [9]. The model includes thermal and chemical potential
relaxation terms to account for heat and mass transfer processes. The key idea of our method
is to employ in the numerical discretization a phasic-total-energy-based formulation of the
basic hyperbolic model system rather than the phasic-internal-energy-based formulation used
previously in the literature [9, 17]. Our approach easily allows us to design a numerical scheme
that guarantees consistency with conservation of the mixture total energy with no need of
augmenting the 6-equation system with an extra conservation law for the mixture energy, as
instead done for the classical model [9, 17]. A fully-discretized two-dimensional high-resolution
scheme has been developed for the model equations, which employs a wave propagation method
for the approximation of the homogeneous hyperbolic portion of the system. Thermo-chemical
source terms are handled through efficient stiff relaxation solvers that drive the two-phase
mixture to thermodynamic equilibrium conditions via the solution of simple algebraic systems
of equations. Thanks to the conservation consistency property of the method, these numerical
relaxation procedures ensure also consistency of the relaxed pressure at equilibrium with the
correct mixture equation state. Numerical experiments in one and two space dimensions show
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With thermo-chemical relaxation No thermo-chemical relaxation

Figure 7: Steady state results for the high-speed underwater projectile experiment. Pseudo-color plots of the vapor
volume fraction, vapor mass fraction, mixture density, and mixture pressure obtained with (left column) and without
(right column) activation of the thermo-chemical solver.
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With thermo-chemical relaxation No thermo-chemical relaxation

Figure 8: Numerical results for the high-pressure fuel injector experiment. Pseudo-color plots of the vapor volume
fraction, vapor mass fraction, mixture density, vapor temperature, and mixture pressure are shown at timet = 600 µs
using a 400×160 grid. The results with heat and mass transfer are displayed in the left column, while the results without
heat and mass transfer are displayed in the right column.
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the ability of the proposed numerical model to simulate cavitation pockets dynamics and liquid-
vapor transition processes.

Although the six-equation numerical model of Saurelet al. [9] with stiff pressure relaxation
has proven to be very effective, our phasic-total-energy-based approach providesa simpler
scheme. Moreover, we think that the mixture-energy-consistency property of our method is a key
factor for the efficiency and robustness of the sequence of relaxation steps for mechanical and
thermo-chemical equilibrium that follows the solution of the homogeneous 6-equation system.
In particular, at least for some of the numerical tests with cavitation that we have reported, our
method improves remarkably the computational time of the 6-equation two-phase model with
liquid-vapor transition of Zeinet al. [17], proving to be stable for higher Courant numbers. Let
us mention that only one-dimensional numerical experiments were presented in [17].

Due to its simplicity and robustness the proposed numericalmodel appears to be suited
for extensions to related multiphase problems, such as the dynamics of powder compaction
[55], and to more complex flow regimes. One challenging topicfor future developments is
the study of low-Mach numerical strategies for the current two-phase model. Indeed the well
known difficulties encountered by compressible flow solvers for low Mach number regimes
(cf. [56, 57, 58, 59, 23]) represent a critical issue for liquid-gas flows with cavitation and
evaporation. This is due to the large and rapid variation of the acoustic impedance in the medium,
where highly compressible fluid regions (vapor) and nearly incompressible zones (liquid) co-
exist and interact.
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(K.-M. Shyue) was supported in part by the National Science Council of Taiwan, Grant NSC 99-
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Appendix A. Model system eigenstructure

For completeness of the illustration of the proposed approximate Riemann solvers, we report
here the eigenstructure of the one-dimensional (homogeneous) 6-equation model∂tq+ ∂x f (q) +
σ(q, ∂xq) = 0. The eigenvalues are

λ1 = u− c, λ2 = λ3 = λ4 = λ5 = u, λ6 = u+ c, (A.1)

whereu is the velocity in thex direction, andc the mixture sound speed in (2). The matrix
R= [r1, . . . , r6] of the corresponding right eigenvectorsrk, k = 1, . . . ,6 can be taken as

R(q) =



0 0 0 0 1 0

Y1 0 0 1 0 Y1

Y2 0 1 0 0 Y2

u− c 0 u u 0 u+ c

Y1(H1 − uc) − κ2
κ1

κ2
κ1

H2 −
c2

2
κ1

H1 −
c2

1
κ1

Π1−Π2
κ1

Y1(H1 + uc)

Y2(H2 − uc) 1 0 0 0 Y2(H2 + uc)



, (A.2)
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where we have denoted withHk = hk +
u2

2 the specific total enthalpy of phasek, and where we

have definedΠk = −ρkc2
k + pk(1+ κk), with κk =

∂pk(Ek,ρk)
∂Ek

, k = 1,2.

Appendix B. Roe matrix and eigenstructure

By imposing the conservation conditions (31) a Roe matrix for the 6-equation model closed
with the SG EOS can be determined asÃ = A(û, Ŷ1, ũY1 , Ŷ1H1, Ŷ2H2 ),

Ã =



û 0 0 0 0 0
0 ûŶ2 −ûŶ1 Ŷ1 0 0
0 −ûŶ2 ûŶ1 Ŷ2 0 0

−Π1 + Π2 Ã42 Ã43 2û− (κ1 ũY1 + κ2 ũY2 ) κ1 κ2

(−Π1 + Π2) ũY1 Ã52 Ã53 Ŷ1H1 − ũY1 (κ1 ũY1 + κ2 ũY2 ) û+ κ1 ũY1 ũY1 κ2

(−Π1 + Π2) ũY2 Ã62 Ã63 Ŷ2H2 − ũY2 (κ1 ũY1 + κ2 ũY2 ) ũY2 κ1 û+ κ2 ũY2



,

(B.1a)

where here (SG EOS)Πk = γkπk, and where

Ã42 = −û2 + χ1 − κ1
û2

2
+ û(κ1 ũY1 + κ2 ũY2 ), (B.1b)

Ã43 = −û2 + χ2 − κ2
û2

2
+ û(κ1 ũY1 + κ2 ũY2 ), (B.1c)

Ã52 = −Ŷ1H1û+ ũY1

(
χ1 − κ1

û2

2

)
+ û ũY1 (κ1 ũY1 + κ2 ũY2 ), (B.1d)

Ã53 = −Ŷ1H1û+ ũY1

(
χ2 − κ2

û2

2

)
+ û ũY1 (κ1 ũY1 + κ2 ũY2 ), (B.1e)

Ã62 = −Ŷ2H2û+ ũY2

(
χ1 − κ1

û2

2

)
+ û ũY2 (κ1 ũY1 + κ2 ũY2 ), (B.1f)

Ã63 = −Ŷ2H2û+ ũY2

(
χ2 − κ2

û2

2

)
+ û ũY2 (κ1 ũY1 + κ2 ũY2 ). (B.1g)

The averaged quantities ˆu, Ŷ1, Ŷ2, ũY1 , ũY2 , Ŷ1H1, Ŷ2H2 in the matrix above are defined as

û =
uℓ
√
ρℓ + ur

√
ρr√

ρℓ +
√
ρr

, (B.2a)

Ŷk =
Yk ℓ
√
ρℓ + Yk r

√
ρr√

ρℓ +
√
ρr

, k = 1,2, (B.2b)

ûYk =
(uYk)ℓ

√
ρℓ + (uYk)r

√
ρr√

ρℓ +
√
ρr

, k = 1,2, (B.2c)

ũYk =
1
2

(
ûŶk + ûYk

)
, k = 1,2, (B.2d)

ŶkHk =
(YkHk)ℓ

√
ρℓ + (YkHk)r

√
ρr√

ρℓ +
√
ρr

, k = 1,2. (B.2e)
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Note thatŶ1 + Ŷ2 = 1 and ũY1 + ũY2 = û. Moreover the corresponding average sound speed is

c̃ =
√

Ỹ1c2
1 + Ỹ2c2

2 , (B.2f)

whereỸkc2
k = κk

(
ŶkHk − û2

2 Ŷk

)
+ χkŶk.

The Roe eigenvalues are given by

λ̃1 = û− c̃ , λ̃2 = λ̃3 = λ̃4 = λ̃5 = û , λ̃6 = û+ c̃ , (B.3)

and the corresponding matrix of the Roe right eigenvectors,R̃= [ r̃1, . . . , r̃6], is

R̃=



0 0 0 0 1 0
Ŷ1 0 0 1 0 Ŷ1

Ŷ2 0 1 0 0 Ŷ2

û− c̃ 0 û û 0 û+ c̃
Ŷ1H1 − ũY1 c̃ − κ2

κ1
− χ2

κ1
+

κ2
κ1

û2

2 − χ1

κ1
+ û2

2
Π1−Π2
κ1

Ŷ1H1 + ũY1 c̃

Ŷ2H2 − ũY2 c̃ 1 0 0 0 Ŷ2H2 + ũY2 c̃



. (B.4)

The strengths̃βξ, ξ = 1, . . . 6 of the Roe waves in (32) are obtained through the eigen-
decompositionqr − qℓ =

∑6
ξ=1 β̃ξ r̃ξ, and they are given by

β̃1,6 =
∆(α1p1 + α2p2) ∓ c̃

√
ρℓρr∆u

2c̃2
, (B.5a)

β̃2 = −
∆(α1p1 + α2p2)

c̃2
Ŷ2H2 +

û2

2
∆(α2ρ2) + ∆(α2E2), (B.5b)

β̃3 = ∆(α2ρ2) − Ŷ2
∆(α1p1 + α2p2)

c̃2
, (B.5c)

β̃4 = ∆(α1ρ1) − Ŷ1
∆(α1p1 + α2p2)

c̃2
, (B.5d)

β̃5 = ∆α1, (B.5e)

where∆(·) ≡ (·)r − (·)ℓ.
The definition of the Roe’s matrix reported above is easily extended to the two-dimensional

case (~u = (u, v)). In this case we need the Roe eigenstructure of the system for a plane-wave
Riemann problem in thex andy directions. We use the same averages as in (B.2), except thatnow
in all the formulas kinetic energy terms must take into account the contribution of the tangential
velocity v (e.g. u2+v2

2 is used instead ofu
2

2 ). For instance, the Roe eigenstructure{λ̃x
ξ , r̃

x
ξ }ξ=1,...,7

corresponding to the matrixAx(q) ∈ R7×7 of the system of the plane-wave Riemann problem in
thex direction is found as

λ̃x
1 = û− c̃ , λ̃x

2 = λ̃
x
3 = λ̃

x
4 = λ̃

x
5 = λ̃

x
6 = û , λ̃x

7 = û+ c̃ , (B.6)

R̃x =



0 0 0 0 1 0 0
Ŷ1 0 0 1 0 0 Ŷ1

Ŷ2 0 1 0 0 0 Ŷ2

û− c̃ 0 û û 0 0 û+ c̃
v̂ 0 0 0 0 1 v̂

Ŷ1H1 − ũY1 c̃ − κ2
κ1
− χ2

κ1
+

κ2
κ1
K̃ − v̂ Ṽ

κ1
− χ1

κ1
+ K̃ − v̂ Ṽ

κ1

Π1−Π2
κ1

Ṽ
κ1

Ŷ1H1 + ũY1 c̃

Ŷ2H2 − ũY2 c̃ 1 0 0 0 0 Ŷ2H2 + ũY2 c̃



,

(B.7)
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where

v̂ =
vℓ
√
ρℓ + vr

√
ρr√

ρℓ +
√
ρr

, (B.8a)

v̂Yk =
(vYk)ℓ

√
ρℓ + (vYk)r

√
ρr√

ρℓ +
√
ρr

, k = 1,2, (B.8b)

ṽYk =
1
2

(
v̂Ŷk + v̂Yk

)
, k = 1,2, (B.8c)

c̃ =
√

Ỹ1c2
1 + Ỹ2c2

2 , Ỹkc2
k = κk

(
ŶkHk − K̃ Ŷk

)
+ χkŶk , K̃ = û2 + v̂2

2
, (B.8d)

Ṽ = κ1 ṽY1 + κ2 ṽY2 . (B.8e)

Appendix C. Mathematical expression of the relaxed variables

We report here the mathematical formulas used to compute theequilibrium variables in the
stiff relaxation procedures of Sections 3.3, 4.1, and 4.2 for the particular case of the stiffened gas
equation of state.

Appendix C.1. Mechanical relaxation

The following quadratic equation can be obtained for the relaxed pressurep∗ at mechanical
equilibrium (see Section 3.3):

a (p∗)2 + b p∗ + d = 0,

with the coefficientsa, b, andd defined by

a = 1+ γ2α
0
1 + γ1α

0
2,

b = C1α
0
2 +C2α

0
1 − (1+ γ2)α0

1p0
1 − (1+ γ1)α0

2p0
2,

d = −(C2α
0
1p0

1 +C1α
0
2p0

2),

together withC1 = 2γ1π1 + (γ1 − 1)p0
I andC2 = 2γ2π2 + (γ2 − 1)p0

I . This gives the solution

p∗ =
−b+

√
b2 − 4ad

2a
, (C.1)

where we have retained the root corresponding to a physically meaningful positive value of the
pressure (note thatC1,C2 > 0, a > 0, d < 0 andb2−4ad > 0). The values of the volume fraction
α∗1 at equilibrium are then found as

α∗1 =
(γ1 − 1)p∗ + 2p0

1 +C1

(γ1 + 1)p∗ +C1
α0

1. (C.2)
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Appendix C.2. Thermal relaxation

From the invariance conditions (42) and the equilibrium conditions (43) we can derive a
single quadratic equation to be solved for the pressurep∗∗ at mechanical and thermal equilibrium:

a′(p∗∗)2 + b′p∗∗ + d′ = 0 (C.3)

with the coefficientsa′, b′, andd′ defined by

a′ = Cv1(α1ρ1)0 +Cv2(α2ρ2)0,

b′ = η1Cv1(γ1 − 1)((α1ρ1)0)2 + η2Cv2(γ2 − 1)((α2ρ2)0)2 + (α1ρ1)0Cv1(γ1π1 + π2)+

(α2ρ2)0Cv2(γ2π2 + π1) + (α1ρ1)0(α2ρ2)0(η1Cv2(γ2 − 1)+ η2Cv1(γ1 − 1))−
E0(Cv1(γ1 − 1)(α1ρ1)0 +Cv2(γ2 − 1)(α2ρ2)0),

d′ = η1Cv1(γ1 − 1)π2((α1ρ1)0)2 + η2Cv2(γ2 − 1)π1((α2ρ2)0)2 + ((α1ρ1)0Cv1γ1+

(α2ρ2)0Cv2γ2)π2π1 + (α1ρ1)0(α2ρ2)0(η1Cv2(γ2 − 1)π1 + η2Cv1(γ1 − 1)π2)−
E0(Cv1(γ1 − 1)π2(α1ρ1)0 +Cv2(γ2 − 1)π1(α2ρ2)0).

Having obtainedp∗∗ from the above equation, the equilibrium volume fraction isthen

α∗∗1 =
Cv1(γ1 − 1)(p∗∗ + π2)(α1ρ1)0

Cv1(γ1 − 1)(p∗∗ + π2)(α1ρ1)0 +Cv2(γ2 − 1)(p∗∗ + π1)(α2ρ2)0
, (C.4)

and the equilibrium temperature is

T∗∗ =
(p∗∗ + π1)α∗∗1

(γ1 − 1)Cv1(α1ρ1)0
=

(p∗∗ + π2)(1− α1)∗∗

(γ2 − 1)Cv2(α2ρ2)0
. (C.5)

Appendix C.3. Thermo-chemical relaxation

By using the conservation conditions (46) and the equilibrium conditions (47), together
with the relationsEk = Ek(pk, ρk), we can first obtain a quadratic equation for the equilibrium
temperature as a function of the equlibrium pressure,T⊛ = T⊛(p⊛). We have:

ap(p⊛) (T⊛)2 + bp(p⊛) T⊛ + dp(p⊛) = 0, (C.6)

where the coefficientsap(p⊛), bp(p⊛), anddp(p⊛) are

ap(p⊛) = ρ0Cv1Cv2((γ2 − 1)(p⊛ + γ1π1) − (γ1 − 1)(p⊛ + γ2π2)),

bp(p⊛) = E0((γ1 − 1)Cv1(p⊛ + π2) − (γ2 − 1)Cv2(p⊛ + π1))+

ρ0((γ2 − 1)Cv2 η1(p⊛ + π1) − (γ1 − 1)Cv1 η2(p⊛ + π2))+

Cv2(p⊛ + π1)(p⊛ + γ2π2) −Cv1(p⊛ + π2)(p⊛ + γ1π1),

dp(p⊛) = (η2 − η1)(p⊛ + π1)(p⊛ + π2).

This gives:

T⊛(p⊛) =
−bp(p⊛) +

√
(bp(p⊛))2 − 4ap(p⊛)dp(p⊛)

2ap(p⊛)
. (C.7)

34



By introducing this relation in the Gibbs free energy equilibrium condition (47c) (see also (11))
we finally obtain a single equation for the pressurep⊛ at mechanical and thermo-chemical
equilibrium:

AS +
BS

T⊛(p⊛)
+CS logT⊛(p⊛) + DS log(p⊛ + π1) − log(p⊛ + π2) = 0, (C.8)

with AS, BS, CS, andCS as in (11b). Once we computep⊛, the equilibrium temperatureT⊛ can be
obtained from (C.7), and the values of the equilibrium densities and volume fractions are given
by the following relations:

ρ⊛k =
p⊛ + πk

(γk − 1)CvkT⊛
, k = 1,2, α⊛

1 =
ρ∗ − ρ⊛2
ρ⊛1 − ρ

⊛

2

. (C.9)

As a final remark, note that the solution of the system (46)-(47) (pTgequilibrium solution) for
full thermodynamic equilibrium may not be physically admissible. In such a case we consider
that the mixture is composed nearly of the speciesk that has the highest entropys∗∗k , by using an
idea similar to [14]. Therefore, we fix the value ofα⊛

k = ᾱ
⊛

k = 1 − ǫ (for instanceǫ = 10−8).
Then, we obtain an algebraic system for the unknownsp⊛, T⊛, ρ⊛1 , ρ⊛2 by using the conservation
conditions (46) and the pressure and temperature equilibrium conditions (47a) and (47b). Again,
for the SG EOS, this system can be reduced to a single quadratic equation forp⊛ (or for T⊛).
We select the physically admissible solution of this quadratic equation that maximizes the total
entropys⊛ = Y⊛

1 s⊛1 + Y⊛

2 s⊛2 .
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