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This article is concerned with the numerical solution of the full dynamical von Kármán plate
equations for geometrically nonlinear (large-amplitude) vibration in the simple case of a rect-
angular plate under periodic boundary conditions. This system is composed of three equations
describing the time evolution of the transverse displacement field, as well as the two longitudinal
displacements. Particular emphasis is put on developing a family of numerical schemes which,
when losses are absent, are exactly energy conserving. The methodology thus extends previous
work on the simple von Kármán system, for which longitudinal inertia effects are neglected,
resulting in a set of two equations for the transverse displacement and an Airy stress function.
Both the semi-discrete (in time) and fully discrete schemes are developed. From the numerical
energy conservation property, it is possible to arrive at sufficient conditions for numerical sta-
bility, under strongly nonlinear conditions. Simulation results are presented, illustrating various
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features of plate vibration at high amplitudes, as well as the numerical energy conservation
property, using both simple finite difference as well as Fourier spectral discretisations. c© ???
John Wiley & Sons, Inc.

I. INTRODUCTION

Thin plates and shells vibrating at large amplitude display geometric nonlinearity when
the vibration amplitude is at least of the order of the thickness. Various interesting
nonlinear phenomena are exhibited which can be classified according to the amplitude
of the nonlinear vibration.

• For weakly nonlinear vibrations in the low-frequency part of the eigenspectrum,
jump phenomena and hysteresis due to Duffing-like responses are well documented
[1, 2, 3]. Mode coupling and energy exchange between internally resonant modes
is a second common feature, now well established in the literature [4, 5, 6, 7, 8, 9,
10, 11].

• Under strongly nonlinear conditions, a transition to a chaotic or wave turbulent
regime is observed. This transition scenario is documented in [12, 13, 14], while
spatio-temporal dynamics [15] and the existence of inertial manifolds and attractors
are mathematically demonstrated in [16, 17].

• In the strongly nonlinear or wave turbulent regime, an energy cascade from the
injection to the disspative scale has been recently demonstrated theoretically [18],
and then studied experimentally [19, 20, 21] and numerically [18, 22, 23, 24, 25].

Most work on the nonlinear dynamics of thin plates uses the von Kármán assumptions,
which introduce a particular truncation in the strain-displacement relationship [26, 27,
28, 29]. More specifically, a simplified version of the von Kármán plate equations is used,
where in-plane inertia is neglected, such that an Airy stress function can be used to
describe in-plane motion. This approximation was first introduced by Föppl [30, 31, 32]
and the simplified model is often referred to as the Föppl-von Kármán system. In this
contribution, this model will be named the simple von Kármán system. It is known to
give good results in the moderately nonlinear regime, and in the low-frequency part of the
eigenspectrum of the plate. However, in recent studies, numerical simulations are carried
out up to a vibration amplitude that is 5 to sometimes 10 times the thickness, or, in the
context of wave turbulence, down to small wavelengths where in-plane inertia may play
a role [11, 23, 24]. Very few studies are available for checking the validity limits of the
simple von Kármán plate model versus a full von Kármán system where in-plane inertia is
retained, or versus more complex models including for example rotatory inertia or shear
effects, following e.g. Reissner-Mindlin kinematics. To our knowledge one article covers
this subject for plates [33], where the dynamic response of simple, full and fully three-
dimensional plate equations are compared in particular cases. The paper showed clearly
that the simple von Kármán model is a very good approximation when the thickness is
smaller than 1/20 of other typical dimensions (such as a side length) [33]. However the
number of dynamical solutions simulated is scarce, and the high-frequency range was not
tested so that other simulations are still needed in order to have a better picture of the
validity limit of the model. Note that for shells, where a variety of simplified models are
also available, a comparative study is provided in [34], but only in the vicinity of the first
eigenfrequencies.
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Numerical simulation approaches to the study of plate vibrations have taken on a
variety of different forms. Some have involved nonlinear coupled modal descriptions,
using a Galerkin-based formulation with eigenmodes as a functional basis [4, 7, 11] or
an ad-hoc functional basis having good properties [9]. Finite difference methods have
been successfully used in [35]. Finite element approaches have also been used (see e.g.

[36, 37, 38, 39]), as well as spectral and pseudo-spectral methods [40, 33, 18, 23, 24]. In
most cases, the spatial part of the problem is solved first, and then the solution advanced
in time through a standard time discretization procedure, such as, e.g., leap frog, or one
of the Runge Kutta families of schemes [15, 40, 18].

In parallel, the last two decades have seen an increasing interest in defining conser-
vative schemes, i.e. time-stepping methods where the conservation of invariants such
as, e.g., the discrete energy is an in-built property [41, 42, 43]. General procedures for
Hamiltonian wave equations by McLachlan [44]. These methods are of great utility as a
means of ensuring stability even under highly nonlinear conditions, and particularly in
examining the transition to the wave turbulent regime, and indeed spectral characteris-
tics of the fully wave turbulent regime. For the simple von Kármán plate model, a family
of energy-conserving schemes has been derived in [35].

The goal here is to introduce conservative schemes for the full von Kármán plate model
where in-plane inertia is retained, in a comparative manner to the developments for the
simplified system reported in [35]. This paper is organized as follows: In Section II., the
full von Kármán system is presented, in the case of a rectangular plate under periodic
boundary conditions, accompanied by a brief energy analysis. Semi-discrete parameter-
ized families of time stepping methods, with an inherent energy conservation property are
introduced in Section III.; such methods are suitable for full discretization by a variety of
means. To this end, in Section IV., several examples of full discrete methods, including
both simple finite difference schemes, and Fourier spectral discretisation, are discussed
accompanied by stability analysis, following from an energy conservation property in the
fully discrete case. Such methods are distinct from those arrived at through separate
spatial and temporal discretisation. Simulation results are presented in Section V. For
the sake of completeness, the addition of rotatory inertia and loss terms is covered in the
Appendix.

II. MODEL: FULL VON KÁRMÁN SYSTEM

The full von Kármán system, describing transverse and in-plane large amplitude vibration
of a flat plate, has been presented by various authors [45, 46, 47, 48]. In nondimensional
form, it may be written as

ü− divN = 0 (2.1a)

ẅ − div divM− div (N∇w) = 0 (2.1b)

M = −φ(∇∇w) (2.1c)

N = φ(ǫ) (2.1d)

ǫ =
1

2

(

∇u+∇uT +∇w ⊗∇w
)

(2.1e)

where here, w(x, y, t) is transverse displacement and u(x, y, t) = [u(x, y, t), v(x, y, t)]T is
the in-plane displacement vector; both are functions of spatial coordinates x and y and
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time t. Dots indicate time differentation, and the operator ∇ is the gradient in 2D. The
problem is assumed defined for t ∈ R

+, and over a domain (x, y) ∈ Ω ⊂ R
2. M and N

are the bending moment and membrane force tensors, respectively.
The independent and dependent variables may be related to their dimensional coun-

terparts (with overbars) through the scalings

(x̄, ȳ) = r0(x, y) ū = r0u w̄ = r0w t̄ = r0

√

ρH

A
t M̄ = AHM N̄ = AN

(2.2)
Here, ρ is density and H is thickness, both assumed constant here. The membrane
stiffness A is defined as A = EH/(1 − ν2) in terms of H , Young’s modulus E, and
Poisson’s ratio ν. The constant r0 is defined as r0 = H/

√
12.

The tensorsM andN are defined in terms of a general 2×2 tensor mapping F → φ(F):

φ(F) = νtr (F) 1+ (1− ν)F (2.3)

where 1 indicates the 2×2 identity matrix and tr (·) is the trace operation. See, e.g., [49].
The tensor gradient ∇ and product ⊗ are defined, in terms of functions f = [fx, fy]

T

and g = [gx, gy]
T as

∇f =

[

∂fx
∂x

∂fx
∂y

∂fy
∂x

∂fy
∂y

]

f ⊗ g =

[

fxgx fxgy
fygx fygy

]

(2.4)

ǫ is the mid-plane strain tensor, which is symmetric.
Note in particular that div divM = −∆∆w, leading to the usual linear term involving

the biharmonic operator in thin linear (Kirchhoff) models of plate vibration [50].
The assumptions underlying this model are that:

• a Kirchhoff-Love kinematic is assumed, where any normal to the plate mid-surface
before deformation remains normal to the deformed mid-surface. The transverse
shear stresses are thus neglected;

• normal stresses along the transverse directions are neglected;

• the von Kármán-like strain-displacement law of (2.1d) is used, by neglecting non-
linear terms of higher order in the plane part of the Green-Lagrange strain tensor;

• the material is linear, homogeneous and isotropic;

• rotatory inertia terms are neglected.

Under further assumptions, namely that in-plane inertia terms may be neglected, it
is possible to arrive at a simplified form of the von Kármán system, written in terms
of transverse displacement w alone and a scalar function (often referred to as the Airy
stress function). Conservative methods for this simplified system have been presented
previously by one of the authors [35]. The rotatory inertia term may be reintroduced
here with little difficulty, but is neglected here for simplicity—see the Appendix for a
discussion of the addition of this effect along with loss terms.

A. Boundary Conditions

In this article, concerned with general strategies for the design of time-dependent update
schemes for system (2.1), the system is assumed defined over a closed square region of
nondimensional side-length L:

Ω = {(x, y) ∈ [0, L]× [0, L]} (2.5)
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and the boundary conditions are assumed to be of periodic type, by imposing that all
displacements, slopes, force resultants and moments at the x = 0 (y = 0) edge are the
same than those at the edge x = L (y = L). Such periodic boundary conditions are often
used in studies of wave turbulence [18, 22, 23]. In the discrete setting, over regular grids,
such boundary conditions are easily implemented using periodic difference operations,
which reduce to circulant matrix forms when such schemes are vectorized.

B. Inner Products

For two functions F(x, y, t) andG(x, y, t) representing general scalar/vector/tensor fields,
an L2 spatial inner product over Ω is defined as

〈F,G〉 =
∫∫

Ω

F ⋄GdΩ, (2.6)

where ⋄ is the standard product in the case of scalar fields, the standard dot-product in
the case of vector fields and F ⋄G = tr

(

FTG
)

in the case of tensor fields (tr(·) indicates
the trace operation and T the transpose operation). The norm of such a field F is defined
as

‖F‖ = 〈F,F〉1/2 (2.7)

C. Identities: Time Differentiation

For tensor (or scalar or vector) F and G,

d

dt
〈F,G〉 = 〈Ḟ,G〉+ 〈F, Ġ〉 and

d

dt

1

2
‖F‖2 = 〈F, Ḟ〉 (2.8)

where d/dt indicates a total derivative of a scalar quantity, and where the dot notation
indicates partial differentiation with respect to t.

D. Identities: Integration by Parts

For scalar functions f and g defined over the periodic domain Ω, integration by parts
holds as follows:

〈f,∆g〉 = −〈∇f,∇g〉 (2.9a)

〈f,∆∆g〉 = 〈∆f,∆g〉 (2.9b)

Here, ∆ (·) = div (∇·) is the Laplacian operator in 2D.
For vector (resp. scalar) f and tensor (resp. vector) G, integration by parts may be

written as

〈f , divG〉 = −〈∇f ,G〉 (2.10)

E. Identities: Tensors

For vectors f and h and tensor G, it is true that

f ⋄ (Gh) = (f ⊗ h) ⋄G =⇒ 〈f ,Gh〉 = 〈f ⊗ h,G〉 (2.11)

For a tensor F and a symmetric tensor G, it is true that

F ⋄G =
1

2

(

F+ FT
)

⋄G =⇒ 〈F,G〉 = 〈1
2

(

F+ FT
)

,G〉 (2.12)
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F. Properties of the mapping φ(F)

The mapping φ(F) preserves symmetry:

F = FT =⇒ φ (F) = φ (F)
T

(2.13)

This property follows from the definition of the mapping φ(F) from (2.3) in terms of the
identity and F itself.

The mapping φ(F) satisfies a non-negativity property:

φ(F) ⋄ F = ν (tr (F))2 + (1− ν)F ⋄ F ≥ 0 when 0 ≤ ν ≤ 1 (2.14)

(Note that in the present application, ν, representing Poisson’s ratio, satisfies 0 ≤ ν ≤
1/2.) This property extends to the inner product as

〈F, φ(F)〉 = ν‖tr (F) ‖2 + (1− ν)‖F‖2 (2.15)

Using the identity F ⋄ φ (G) = φ (F) ⋄ G, the following time differentiation identity
also holds:

〈Ḟ, φ(F)〉 = d

dt

1

2
〈F, φ(F)〉 (2.16)

G. Energy

Taking the vector inner product of (2.1a) with u̇ gives:

〈u̇, ü〉 − 〈u̇, divN〉 = 0 (2.17a)

〈u̇, ü〉+ 〈∇u̇,N〉 (2.10)
= 0 (2.17b)

〈u̇, ü〉+ 〈1
2

(

∇u̇+∇u̇T
)

,N〉 (2.12)
= 0 (2.17c)

d

dt
Tm + 〈1

2

(

∇u̇+∇u̇T
)

,N〉 (2.8)
= 0 (2.17d)

where the in-plane kinetic energy Tm is defined as

Tm =
1

2
‖u̇‖2 ≥ 0 (2.18)

Similarly, taking the scalar inner product of (2.1b) with ẇ gives

〈ẇ, ẅ〉 − 〈ẇ, div divM〉 − 〈ẇ, div (N∇w)〉 = 0 (2.19a)

〈ẇ, ẅ〉 − 〈∇∇ẇ,M〉+ 〈∇ẇ,N∇w〉 (2.10)
= 0 (2.19b)

〈ẇ, ẅ〉 − 〈∇∇ẇ,M〉+ 〈1
2
(∇ẇ ⊗∇w +∇w ⊗∇ẇ) ,N〉 (2.11)(2.12)

= 0 (2.19c)

d

dt
Tb + 〈∇∇ẇ, φ(∇∇w)〉 + 〈1

2
(∇ẇ ⊗∇w +∇w ⊗∇ẇ) ,N〉 (2.8)(2.1c)

= 0 (2.19d)

where, using (2.9), the bending kinetic energy Tb is defined as

Tb =
1

2
‖ẇ‖2 ≥ 0 (2.20)

Adding (2.17d) and (2.19d) gives

d

dt
(Tm + Tb) + 〈∇∇ẇ, φ(∇∇w)〉+ 〈ǫ̇, φ(ǫ)〉 (2.1d)

= 0 (2.21)
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Using identity (2.16), an energy balance results, i.e.,

d

dt
H = 0 (2.22)

where the Hamiltonian or total energy H is defined as

H = Tm + Tb + Vb + Vm (2.23)

where the in-plane potential energy Vm and bending potential energy Vb are defined as

Vm =
1

2
〈ǫ, φ(ǫ)〉 Vb =

1

2
〈∇∇w, φ(∇∇w)〉 (2.24)

From (2.14), it follows that

H ≥ 0 −→ H(t) = H(0) ≥ 0 for t ≥ 0 (2.25)

III. SEMI DISCRETE APPROXIMATIONS

In this section, a semi-discrete (in time) approximation to the full von Kármán system
(2.1) is introduced, so as to show Hamiltonian construction techniques, regardless of the
form of spatial discretization. In particular, care must be taken to split the nonlinear
terms, as shown below.

Suppose that the problem is discretized in time, so that functions wn = wn(x, y),
un = un(x, y), are to be calculated at integer time step n. If the time step is k, then
such functions are approximations to the solution at times t = nk. All inner product
and norm definitions and spatial differentiation identities hold as in the continuous case.

A. Time difference and Averaging Operators

For a scalar, vector or tensor f = fn, the following shift operators and the identity may
be defined as

et+f
n = fn+1 et−f

n = fn−1 1fn = fn (3.1)

Forward, backward and centered difference operators, all approximations to a first time
derivative may be defined in terms of unit shifts and the identity as

δt+ =
1

k
(et+ − 1) δt− =

1

k
(1− et−) δt· =

1

2k
(et+ − et−) (3.2)

A centered approximation to a second time derivative may be defined as

δtt = δt+δt− =
1

k2
(et+ − 2 + et−) (3.3)

Averaging operators may be defined as

µt+ =
1

2
(et+ + 1) µt− =

1

2
(1 + et−) µt· =

1

2
(et+ + et−) µtt = µt+µt−

(3.4)
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B. Identities

The following identities hold, for any f = fn

〈δt·f, δttf〉 = δt+
1

2
‖δt−f‖2 (3.5a)

〈δt·f, f〉 = δt+
1

2
〈f, et−f〉 (3.5b)

Concerning the mapping φ, the following identities hold, for tensors F and G:

〈δt·F, φ(F)〉 = δt+
1

2
〈F, et−φ(F)〉 (3.6a)

δt+〈F, φ(G)〉 = 〈δt+F, µt+φ(G)〉 + 〈µt+F, δt+φ(G)〉 (3.6b)

〈F, φ(et−F)〉 = 〈µt−F, φ(µt−F)〉 −
k2

4
〈δt−F, φ(δt−F)〉 (3.6c)

C. Splitting the Tensor N

The membrane strain tensor ǫ, now also semi-discrete in time, with ǫ = ǫ
n, can be

decomposed classically as

ǫ = ω + γ with ω =
1

2

(

∇u+∇uT
)

γ =
1

2
∇w ⊗∇w (3.7)

where ω and γ denote respectively the linear and the quadratic part of the strain tensor.
Note that ω is proportional to the in-plane displacement vector u only, whereas the
quadratic part involves the transverse displacement w only.

Accordingly, the in-plane force tensor N can de decomposed as:

N = Nu +Nw (3.8)

where Nu groups the linear terms in the in-plane displacement and Nw the quadratic
terms in w.

Analyzing the linear and nonlinear terms appearing in the full von Kármán model,
one can note the following features:

• Transverse and in-plane motions are linearly decoupled, and nonlinearly coupled.
• The nonlinear coupling for the in-plane motions is quadratic and only due to the

term divNw. Hence in-plane motions are proportional to quadratic terms in the
transverse displacement only, formally of the form w2.

• For the transverse motions the nonlinear coupling terms involve a quadratic cou-
pling of the form uw (coming from the term div (Nu ∇w)), and a cubic term of
the form w3 (provided by the term div (Nw ∇w)).

D. Parameterized Approximations and Identities

For a scalar w(x, y, t), a three-level symmetric discrete approximation wn
ξ to w(x, y, t) at

t = nk, parameterized by the real number ξ is

wn
ξ = ξwn + (1 − ξ)µt·w

n (3.9)

For the quantity γ = 1
2 (∇w ⊗∇w), a parameterized approximation, again over three

time levels, is

γξ· =
ξ

4
(µt·∇w ⊗∇w +∇w ⊗ µt·∇w) +

1− ξ

2
µtt (∇w ⊗∇w) (3.10)
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A parameterized (backwards) approximation over two time levels is

γξ− =
ξ

4
(et−∇w ⊗∇w +∇w ⊗ et−∇w) +

1− ξ

2
µt− (∇w ⊗∇w) (3.11)

The following identities hold:

γξ· = µt+γξ− (3.12a)

δt+γξ− =
1

2
(δt·∇w ⊗∇wξ +∇wξ ⊗ δt·∇w) (3.12b)

A backwards approximation to ω is given by

ω− = µt−ω (3.13)

E. Semi-discrete Schemes for the von Kármán System

Consider two step schemes of the following form, which follow from (2.1a) and (2.1b):

δttu− div
(

N̂u + N̂w

)

= 0 (3.14a)

δttw − div divM− div
(

N̄u∇w̃ + N̄w∇
˜̃w
)

= 0 (3.14b)

Here, N̂u = N̂n
u
and N̄u = N̄n

u
represent approximations (possibly distinct) to Nu at

t = nk, and similarly, N̂w = N̂n
w and N̄w = N̄n

w approximations (possibly distinct) to
Nw at t = nk. w̃ = w̃n and ˜̃w = ˜̃wn are approximations to w, again at t = nk. The
forms of these approximations will be specified subsequently. M = Mn is defined as in
(2.1c).

Similarly to the fully continuous case, one may take inner products of (3.14a) and
(3.14b) with δt·u and δt·w to get

〈δt·u, δttu〉 − 〈δt·u, div
(

N̂u + N̂w

)

〉 = 0 (3.15a)

〈δt·w, δttw〉 − 〈δt·w, div divM〉 − 〈δt·w, div
(

N̄u∇w̃ + N̄w∇
˜̃w
)

〉 = 0 (3.15b)

Using identities (3.5a) and (3.5b), and integration by parts for the second term in (3.15b),
and adding the two equations, one may arrive at

δt+ (Tm + Tb + Vb)−〈δt·u, div
(

N̂u + N̂w

)

〉−〈δt·w, div
(

N̄u∇w̃ + N̄w∇
˜̃w
)

〉 = 0 (3.16)

where

Tm =
1

2
‖δt−u‖2 Tb =

1

2
‖δt−w‖2 Vb =

1

2
〈∇∇w, et−φ(∇∇w)〉 (3.17)

Furthermore, using integration by parts (2.10), one may continue to

δt+ (Tm + Tb + Vb) + 〈δt·∇u, N̂u + N̂w〉+ 〈δt·∇w, N̄u∇w̃ + N̄w∇
˜̃w〉 = 0 (3.18)

Restricting N̂u, N̂w, N̄u and N̄w to be symmetric (as is the case for N itself), one
may go further, using identities (2.11) and (2.12), and definition (3.7), to

δt+ (Tm + Tb + Vb) + 〈δt·ω, N̂u + N̂w〉 +
1

2
〈δt·∇w ⊗∇w̃ +∇w̃ ⊗ δt·∇w, N̄u〉(3.19)

+
1

2
〈δt·∇w ⊗∇ ˜̃w +∇ ˜̃w ⊗ δt·∇w, N̄w〉 = 0
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At this point definitions of the approximations N̂u, N̄u, N̂w, N̄w, w̃ and ˜̃w are nec-
essary. The goal is to find such choices such the remaining terms in the energy balance
above coalesce into a single time difference of a scalar quantity, Vm.

F. A Conservative Family of Schemes

There are three sets of terms in (3.19) which need to be examined separately:

• 〈δt·ω, N̂u〉
• 〈δt·ω, N̂w〉+ 1

2 〈δt·∇w ⊗∇w̃ +∇w̃ ⊗ δt·∇w, N̄u〉
• 1

2 〈δt·∇w ⊗∇ ˜̃w +∇ ˜̃w ⊗ δt·∇w, N̄w〉

Consider the following choices of approximation:

N̂u =φ(ω) (3.20a)

N̄u =µttφ(ω) (3.20b)

˜̃w =wα (3.20c)

w̃ =wβ (3.20d)

N̄w =φ(γα·) (3.20e)

N̂w =φ(γβ·) (3.20f)

The latter four approximations are parameterized by the real numbers α and β, as per
the discussion in Section IIID.

Concerning the first term above, and using the definition (3.20a) and identity (3.6a):

〈δt·ω, N̂u〉 = 〈δt·ω, φ(ω)〉 = δt+
1

2
〈ω, et−φ(ω)〉 (3.21)

Concerning the second term above, using definitions (3.20b), (3.20d) and (3.20f), as
well as identity (3.12b), it may be rewritten as

〈δt·ω, N̂w〉+
1

2
〈δt·∇w ⊗∇w̃ +∇w̃ ⊗ δt·∇w, N̄u〉 = 〈δt·ω, φ(γβ·)〉+ 〈δt+γβ−, µttφ(ω)〉

(3.22)
or, using definition (3.13) and identity (3.12a), as

〈δt+ω−, µt+φ(γβ−)〉+ 〈δt+γβ−, µt+φ(ω−)〉 (3.23)

Finally, using identity (3.6b), this may be rewritten as

〈δt+ω−, µt+φ(γβ−)〉+ 〈µt+ω−, δt+φ(γβ−)〉 = δt+〈ω−, φ(γβ−)〉 (3.24)

The third term may be written, using the definitions (3.20e) and (3.20c), and identity
(3.6b), as

〈δt+γα−, φ(γα·)〉 = 〈δt+γα−, µt+φ(γα−)〉 = δt+
1

2
〈γα−, φ(γα−)〉 (3.25)

This family of schemes, dependent on the parameters α and β, is thus conservative:

δt+H = 0 H = Tm + Tb + Vb + Vm (3.26)
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where Vm given by

Vm =
1

2
〈ω, et−φ(ω)〉+ 〈ω−, φ(γβ−)〉+

1

2
〈γα−, φ(γα−)〉 (3.27)

A further manipulation leads to great simplification in subsequent analysis. The ex-
pressions for Vm in (3.17) and the first term in Vm in (3.27) above may be written, using
identity (3.6c) as

1

2
〈ω, et−φ(ω)〉 =

1

2
〈ω−, φ(ω−)〉 −

k2

8
〈δt−ω, φ(δt−ω)〉 (3.28)

1

2
〈∇∇w, et−φ(∇∇w)〉 =

1

2
〈µt−∇∇w, µt−φ(∇∇w)〉 − k2

8
〈δt−∇∇w, δt−φ(∇∇w)〉

The conserved energy H may then be rewritten as

H = T ′
m + T ′

b + V ′
b + V ′

m (3.29)

where

T ′
m =

1

2
‖δt−u‖2 −

k2

8
〈δt−ω, φ(δt−ω)〉 (3.30a)

T ′
b =

1

2
‖δt−w‖2 −

k2

8
〈δt−∇∇w, δt−φ(∇∇w)〉 (3.30b)

V ′
b =

1

2
〈µt−∇∇w, µt−φ(∇∇w)〉 (3.30c)

V ′
m =

1

2
〈ω−, φ(ω−)〉+ 〈ω−, φ(γβ−)〉+

1

2
〈γα−, φ(γα−)〉 (3.30d)

In this form, it is particularly simple to arrive at bounds on solution size in the fully
discrete case. See Section IV D.

G. Special Case: α = β

When α = β, the energy term V ′
m may be simplified to

V ′
m =

1

2
〈ω−+γα−, φ(ω−+γα−)〉 =

1

2
〈ǫα−, φ(ǫα−)〉 ≥ 0 where ǫα− = ω−+γα−

(3.31)
Here, contributions to the total energy due to nonlinear effects are assured to be non-
negative (note also that V ′

m ≥ 0), leading to great simplification in the subsequent
analysis of stability in fully discrete schemes. In essence, stability analysis reduces to
the analysis of the linear problem—i.e., determining conditions for non-negativity of the
kinetic energy terms T ′

m and T ′
b .

There are more general conditions on the parameters α and β such that V ′
m ≥ 0, but

given the practical importance of the case α = β = 1 (see below), such conditions will
not be explored further here.

H. Special Case: α = β = 1

The scheme (3.14) is necessarily implicit. When either α 6= 1 or β 6= 1, however, at a
given time step, the determination of unknown values in terms of previously computed
values requires the solution of nonlinear equations, leading to new concerns regarding
existence and uniqueness.
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When α = β = 1, however, the unknowns appear linearly, and thus may be solved
for uniquely. Expanding the various time difference and averaging operators in (3.14)
explicitly at time step n leads to update equations of the form

A (un, wn)

[

un+1

wn+1

]

= b
(

un, wn,un−1, wn−1
)

(3.32)

Here, [un+1, wn+1]T represents the unknown state at the next time step (n+1), and the
operators A and b depend only on previously computed values at the time steps n and
n−1. In particular, in the fully discrete case, the operator A may be written as a square
matrix dependent on previously computed values, and a linear system solution will be
required for the update.

IV. FULLY DISCRETE SCHEMES

The family of schemes described in the previous section is semi-discrete in time, and
possesses an energy conservation property. Spatial discretization is as yet unspecified,
and may be carried out in a variety of ways—finite element methods are often used, but
pseudospectral methods have also been employed for a variant of this system [40, 33].

For illustrative purposes, in this section, a simple discretization over a regular grid
will be employed. The grid functions w and u,

wn
l,m un

l,m (l,m) ∈ ΩQ = {(l,m)|0 ≤ l,m ≤ Q− 1} (4.1)

are approximations to wn(x, y) and un(x, y) at x = lh and y = mh over the periodic
domain ΩQ corresponding to a square of side length L, where h, the grid spacing is
defined as h = L/Q for some positive integer Q.

A. Inner Products, Difference and Fourier Operators and Summation by Parts

For any two grid functions Fl,m and Gl,m (again scalars, vectors, or general rectangular
matrices), the l2 spatial inner product and norm over ΩQ are defined as

〈F,G〉 = h2
∑

(l,m)∈ΩQ

Fl,m ⋄Gl,m ‖F‖ = 〈F,F〉1/2 (4.2)

where the ⋄ operation is as defined in (2.6). Consider now a generic difference operator
D = [Dx Dy] approximating the gradient ∇ over the grid ΩQ. Similarly to the case of
integration by parts, such an operator will satisfy a summation by parts identity with
an associated operator, D†, representing an approximation to the divergence operation:

〈f,D†g〉 = −〈Df,g〉 (4.3)

There are obviously many choices of such an operator; the simplest possible choices are
D = D+ = [Dx+ Dy+]

T and D = D− = [Dx− Dy−]
T , representing forward and back-

ward difference operations. In terms of (say) a vector grid function fnl,m, the operations
Dx+ and Dx− are defined as:

Dx+f
n
l,m =

1

h

(

fnl+1,m − fnl,m
)

Dx−f
n
l,m =

1

h

(

fnl,m − fnl−1,m

)

(4.4)

where spatial indeces l are taken modulo Q. A similar definition holds for Dy+ and Dy−.

The associated divergence operations are D
†
+ = DT

− and D
†
− = DT

+.
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Another useful choice of approximation (used often in studies of wave turbulence) is
the Fourier spectral gradient D = Dspec = [Dspec,xDspec,y ]

T . When applied, e.g., to a
vector function fnl,m, the operator Dspec,x may be written as

(Dspec,xf)
n
l,m = π

N−1
∑

l′=0,l′ 6=l

(−1)
l−l′

cot

(

π (l − l′)

Q

)

fnl,m (4.5)

with a similar definition holding for Dspec,y . Such operators may be efficiently applied
using the Fast Fourier Transform [51].

B. Operator Bounds

For a given difference approximation acting over a grid function defined over ΩQ, it is
assumed here that the operation is bounded. For a gradient approximation D applied to
a vector or scalar grid function fnl,m, for instance, one has

‖Df‖ ≤ Dmax‖f‖ and ‖1
2

(

Df + (Df)
T
)

‖ ≤ Dmax‖f‖ (4.6)

For the simple forward and backward difference operations D+ and D−, for example, one
hasD±,max = 2

√
2/h. For the spectral operatorDspec, the bound exhibits a slightly more

complex dependence on h, but in the limit of small time steps, one has approximately
Dspec,max =

√
2π/h. The associated divergence operators D† are subject to the same

bound, i.e., D†
max = Dmax.

C. Discrete Method and Conserved Energy

One may proceed directly from the semi-discrete system (3.14) to a fully discrete method

δttu−D†
a

(

N̂u + N̂w

)

= 0 (4.7a)

δttw −D
†
bD

†
c M−D†

a

(

N̄uDaw̃ + N̄wDa
˜̃w
)

= 0 (4.7b)

where here, all variables are assumed defined over ΩQ, and where the various approxima-
tions to the gradient operation Da, Db and Dc (possibly distinct) have been employed.

M is approximated as

M = −φ(DcDbw) (4.8)

and the tensors N̂u, N̂w, N̄u and N̄w and the grid functions w̃ and ˜̃w as in (3.20). The
quantity ω is as defined in (3.7), and γξ· and γξ− are as defined in (3.10) and (3.11),
with the operator Da replacing ∇.

Consider the scheme (4.7) with α = β. The energy analysis of the semi-discrete case
follows through as before, where now, the various components are defined as

T ′
m =

1

2
‖δt−u‖2 −

k2

8
〈δt−ω, φ(δt−ω)〉 (4.9a)

T ′
b =

1

2
‖δt−w‖2 −

k2

8
〈δt−DcDbw, δt−φ(DcDbw)〉 (4.9b)

V ′
b =

1

2
〈µt−DcDbw, µt−φ(DcDbw)〉 (4.9c)

V ′
m =

1

2
〈ǫα−, φ(ǫα−)〉 (4.9d)
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D. Non-negativity Conditions

Note that by (2.14), V ′
m ≥ 0, and V ′

b ≥ 0. What remains is to bound the terms T ′
m and

T ′
b away from zero. To this end, note that from (2.15), one has

〈δt−ω, φ(δt−ω)〉 = ν‖tr(δt−ω)‖2 + (1 − ν)‖δt−ω‖2 (4.10a)

= ν‖D†
a(δt−u)‖2 + (1 − ν)‖δt−

(

1

2

(

Dau+ (Dau)
T
)

)

‖2 (4.10b)

≤ D2
a,max‖δt−u‖2 (4.10c)

and

〈δt−DcDbw, δt−φ(DcDbw)〉 = ν‖tr (δt−DcDbw) ‖2 + (1− ν)‖δt−DcDbw‖2 (4.11a)

≤ D2
c,maxD

2
b,max‖δt−w‖2 (4.11b)

Thus under the conditions

k ≤ 2

Da,max
k ≤ 2

Db,maxDc,max
(4.12)

the terms T ′
m and T ′

b are non-negative. For simple difference operations, these bounds
are equivalent to those arrived at through von Neumann analysis of the linear part of
the von Kármán system alone. For example, if Da = D+, Db = D+ and Dc = D−,
the conditions above reduce to k ≤ h/

√
2 and k ≤ h2/4, for a grid spacing h. For the

spectral scheme, with Da = Db = Dc = Dspec, then k ≤
√
2h/π and k ≤ h2/π2.

E. Summary

In sum, the method proposed here in (3.14), defined over a discrete periodic domain is
energy conserving, and dependent on two free parameters α and β. Under the choices
α = β = 1, the discrete energy function can be shown to be non-negative under simple
conditions on the grid spacing in terms of the time step, as for the underlying linear
problem. The property is independent of the particular type of spatial discretization,
and both simple finite difference and Fourier based methods have been described here.
For readers wishing to examine the implementation of such an algorithm, Matlab code
is available as supplementary material. See reference [52] below.

V. SIMULATION RESULTS

Simple examples of the use of the fully discrete method described above are presented in
this section. As a useful test configuration, consider an initialisation, over the periodic
square domain ΩQ with the first sinusoidal mode shape in the transverse displacement:

w0
l,m = w1

l,m = a cos (2πl/Q) cos (2πm/Q) u0
l,m = u1

l,m = 0 (5.1)

where here, a is a nondimensional amplitude. (Recall that amplitudes have been scaled
with respect to the quantity H/

√
12, where H is the physical plate thickness.) The non-

dimensional side length L is chosen as L = 20 in all cases, and Poisson’s ratio ν is set to
ν = 0.3.
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A. Time Evolution of Plate Profile under Different Initial Condition Amplitudes

As a first example, consider the use of the scheme (3.14), with α = β = 1, and using
a simple finite difference discretization as given in Section IV A, and employing varying
initial condition amplitudes a.

Under very small amplitude conditions (here, a = 0.01), the plate undergoes transverse
vibration in its first linear mode, at nondimensional frequency 4π/L2. See Figure 1. As
the initial amplitude is increased, particularly beyond approximately a = 1, the gross
frequency of vibration of the plate increases, and as a is increased further, beyond about
a = 3, one begins to see transfer of energy to other modes, and the vibration is in
general aperiodic. See Figure 2. See also Figure 3, showing the displacement of the
corner value of the displacement wn

0,0 as a function of time, for various different initial
condition amplitudes. The time step here is chosen as k = 1/50, and the simple finite
difference discretization described in Section IV A is employed, with h chosen to satisfy
the stability bounds (4.12) as close to equality as possible. In this case, the grid size is
given by Q = 70.

FIG. 1. Snapshots of plate displacement, under an initial condition of the first linear mode
shape, with a = 0.01, at times as indicated. The transverse displacement field w is shown along
the top row, and one longitudinal displacement (the first component of u) on the bottom row.
Light and dark indicate regions of positive and negative displacement, respectively.

B. Fourier vs. Finite Difference Approximations

Particularly at high initial condition amplitudes, calculated solutions using a simple
spatial discretization method such as finite differences are subject to substantial drift.
See Figure 4, showing a comparison between a high accuracy solution, calculated using
a small time step, and one calculated using a coarse spatial grid with a larger time step.
As might be expected, the Fourier discretization does a much better job, and solutions
calculated using a large time step over a coarse spatial grid match well with those from
an accurate finite difference scheme. See Figure 4. Particularly when it is of interest
to examine delicate phenomena such as e.g., mode bifurcations under forced conditions,
such a method (which is similar to modal methods used previously [11]) will be preferred.
Note, however, that in a conservative scheme which can be written in an update form
such as (3.32), the difference matrices will no longer be sparse, so that the computational
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FIG. 2. Snapshots of plate displacement, under an initial condition of the first linear mode
shape, with a = 5, at times as indicated. The transverse displacement field w is shown along
the top row, and one longitudinal displacement (the first component of u) on the bottom row.
Light and dark indicate regions of positive and negative displacement, respectively.

effort associated with a time update will be considerably larger than in the case of locally
defined difference operators.

C. Energy Conservation

In this section, the energy conservation property of the schemes presented in Section
IV. is demonstrated, for various choices of the initial condition amplitude a. Calculated
values of the total conserved energy H are given in Table I, for the case of a finite
difference discretization, and in Table II for a Fourier discretization.

In both cases, even at high amplitudes, energy is conserved to many places—in this
case, in double precision floating point, near the level of machine accuracy. For more
comments on accuracy in finite precision, see Section VI.

Also of interest is the partition of the energy into the various potential and kinetic
components as defined in (4.9).

VI. CONCLUDING REMARKS

This article has explored a family of energy conserving numerical methods for the full
von Kármán system, in both semi-discrete and fully discrete forms, and, more generally,
with construction techniques for implicit numerical time-stepping methods for nonlinear
systems. Though, for simplicity, only the doubly periodic domain has been discussed
here, along with relatively simple spatial discretization strategies, it is anticipated that
nontrivial boundary conditions and more elaborate discretization methods should fit
into the framework described here. There are, however, various issues which remain
unresolved.

The two-parameter family of schemes given in (3.14), along with the split-tensor time
discretizations given in (3.20) leads to a semi-discrete update with a conserved energy.
Under appropriate choices of the spatial discretizations, the conservation of energy then
follows through to the fully discrete case. The determination of numerical stability
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0 20 40 60 80 100 120 140 160 180
−0.01

0

0.01

time (nd)

am
p.

 (
nd

)

a =0.01

0 20 40 60 80 100 120 140 160 180
−1

0

1

time (nd)

am
p.

 (
nd

)

a =1

0 20 40 60 80 100 120 140 160 180

−2

0

2

time (nd)

am
p.

 (
nd

)

a =3

0 20 40 60 80 100 120 140 160 180
−5

0

5

time (nd)

am
p.

 (
nd

)

a =5

FIG. 3. Plate response, for a plate with L = 20, and ν = 0.3, under an initial condition of the
first linear mode shape, for different amplitudes a, as indicated. The response, taken as wn

0,0, is
plotted against time. The time step is taken as k = 1/50.
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FIG. 4. Plate response, for a plate with L = 20, and ν = 0.3, under an initial condition of the
first linear mode shape, for amplitude a = 5. The response, taken as wn

0,0, is plotted against
time, for three different simulations: Solid line: an accurate response using a finite difference
discretization, for k = 1/50. Dotted line: coarse response using a finite difference discretization,
with k = 1/10. Dashed line: coarse response using a Fourier discretization, with k = 1/10.
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shown. The total energy H is indicated by a thick black line. The time step is again k = 1/20.
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reduces to conditions under which the conserved energy is a non-negative function of the
state. Under particular choices of the scheme parameters (α = β), such conditions are
easily arrived at, and reduce to stability conditions for the underlying linear system—
that is, the additional potential energy associated with the nonlinearity is non-negative.
When α 6= β, however, despite the fact that the scheme is conservative, such non-
negativity conditions are not immediately forthcoming. A related issue is the existence
and uniqueness of numerical solutions—these properties can be ensured when α = β = 1,
as can easily be deduced from the update form (3.32), but otherwise are not immediately
apparent.

At the level of the von Kármán system itself, due to the disparity between wave speeds,
even in the linear case, between the longitudinal and transverse motions, the variables u
should be treated distinctly (using either distinct time steps or distinct grids) in order
to achieve the best numerical behaviour (i.e., the least anomalous numerical dispersion).
This issue has not been addressed in this article, but it is hoped that the construction
techniques employed here can be extended to handle such cases.

Finally, all the schemes presented here are implicit, including the useful special case of
α = β = 1, and will require the solution of linear systems, which form the largest part of
the computational load. Under small amplitude vibration conditions, the linear systems
to be solved are diagonally dominant, and relatively simple and efficient methods (such
as, e.g., Jacobi methods [53]) may be used; at higher amplitudes, however, the diagonal
dominance property is lost, and one must revert to more general (and computationally
costly) methods, such as, e.g., conjugate gradient techniques. Simple conditions on the
range of vibration amplitudes which guarantee diagonal dominance would be of great
interest. On top of this, though numerical energy is conserved in infinite precision, finite
wordlength effects lead to a deterioration of the energy conservation property. For very
large vibration amplitudes, one should expect that the linear systems to be solved will
be poorly-conditioned, and thus one will see greater variation in the numerical energy,
leading, ultimately, to instability due to truncation effects. In the present case, however,
it appears that such vibration amplitudes greatly exceed the conditions for validity of
the von Kármán model itself, and thus the family of schemes presented here should be
safe to use under realistic conditions.
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APPENDIX: ROTATORY INERTIA AND LOSS

If effects of rotatory inertia and loss are included, the dynamic equations (2.1a) and
(2.1b), in dimensionless form, may be augmented to

ü− divN+ σuu̇ = 0 (7.1a)

ẅ −∆ẅ − div divM− div (N∇w) + σwẇ = 0 (7.1b)

where the terms involving σu ≥ 0 and σw ≥ 0 allow for simple loss.
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In this case, the energy conservation equation (7.2) becomes

d

dt
H′ = −Q (7.2)

where

H′ = H+
1

2
‖∇ẇ‖2 ≥ 0 Q = σu‖u̇‖2 + σw‖ẇ‖2 ≥ 0 (7.3)

The system is thus dissipative, so that 0 ≤ H′(t) ≤ H′(0), for t ≥ 0.
Similarly, scheme (3.14) may be augmented as

δttu− div
(

N̂u + N̂w

)

+ σuδt·u = 0 (7.4a)

δttw − δtt∆w − div divM− div
(

N̄u∇w̃ + N̄w∇
˜̃w
)

+ σwδt·w = 0 (7.4b)

where the centered time difference operator δt·, as defined in (3.2) has been employed.
The semi-discrete conservation equation (3.26) then becomes

δt+H′ = −Q (7.5)

where

H′ = H+
1

2
‖δt−∇w‖2 ≥ 0 Q = σu‖δt·u‖2 + σw‖δt·w‖2 ≥ 0 (7.6)

The semi-discrete system is thus also dissipative, so that 0 ≤ H′n ≤ H′0, for time steps
n ≥ 0.

REFERENCES

1. N. Yamaki. Influence of large amplitudes on flexural vibrations of elastic plates. Zeitschrift
fur Angewandte Mathematik und Mechanik, 41:501–510, 1961.

2. G.C. Kung and Y.H. Pao. Nonlinear flexural vibration of a clamped circular plate. Journal
of Applied Mechanics, 39:1050–1054, 1972.

3. A. H. Nayfeh and D. T. Mook. Nonlinear oscillations. John Wiley & Sons, New-York, 1979.

4. S. Sridhar, D. T. Mook, and A. H. Nayfeh. Non-linear resonances in the forced responses
of plates, part I: symmetric responses of circular plates. Journal of Sound and Vibration,
41(3):359–373, 1975.

5. J. Hadian and A.H. Nayfeh. Modal interaction in circular plates. Journal of Sound and
Vibration, 142:279–292, 1990.

6. S.I. Chang, A.K. Bajaj, and C.M. Krousgrill. Non-linear vibrations and chaos in harmon-
ically excited rectangular plates with one-to-one internal resonance. Non-linear Dynamics,
4:433–460, 1993.
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TABLE I. Calculated numerical energy values, for different values of the initial condition
amplitude a, and for particular values of the time step n, using a finite difference discretization.
Here, the time step is chosen as k = 1/20.

n a = 0.01 a = 1 a = 5

1 1.941538876811134×10−4 2.093504501191837 1.435261060075711×102

2 1.941538876811129×10−4 2.093504501191842 1.435261060075714×102

3 1.941538876811128×10−4 2.093504501191841 1.435261060075717×102

4 1.941538876811132×10−4 2.093504501191845 1.435261060075721×102

1000 1.941538876811936×10−4 2.093504501194523 1.435261060076516×102
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TABLE II. Calculated numerical energy values, for different values of the initial condition
amplitude a, and for particular values of the time step n, using a Fourier discretization. Here,
the time step is chosen as k = 1/20.

n a = 0.01 a = 1 a = 5

1 1.948149596712886×10−4 2.100321257296917 1.438201589955981×102

2 1.948149596712884×10−4 2.100321257296906 1.438201589955980×102

3 1.948149596712904×10−4 2.100321257296910 1.438201589955976×102

4 1.948149596712887×10−4 2.100321257296918 1.438201589955981×102

1000 1.948149596712743×10−4 2.100321257296243 1.438201589955047×102


