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Optimal Scheduling for Multiple Description Video
Streams in Wireless Multihop Networks

Liang Zhou, Xinbing Wang, Benoı̂t Geller, Baoyu Zheng

Abstract— In this work, we investigate the optimal
system scheduling for competing multiple description (MD)
video streams in a resource-limited wireless multihop
network. By joint optimization of MD, rate control and
multipath routing, optimal joint rate control and routing
algorithm is proposed to solve this problem with con-
straints that arise from the MD streams among multiple
users via multiple paths. We design this joint algorithm
in a distributed manner that is amenable to on-line
implementation for wireless networks.

Index Terms— multiple description; rate control; multi-
path routing; joint optimization

I. INTRODUCTION

THE issue of supporting error-resilient video trans-
port over error-prone wireless networks has re-

ceived considerable attention recently[1-4]. On one hand,
some works presented some source coding-based error-
resilient approaches that divide the original bit-stream
into multiple descriptions, called MD, to achieve the
tradeoff between the error-resilience and the coding
complexity (cf. [1], [2] and the references therein). The
fundamental principle of MD is to generate multiple
correlated descriptions of the sources such that each
description approximates the source with a certain level
of fidelity. On the other hand, some researchers studied
the network congestion control and optimal routing for
wireless video transmission, (cf. [3], and the references
therein) so that the network can be stable, robust and the
users can have better QoS for the applications. In [3],
Zhu etc. showed that the optimal allocated rate strikes
a balance between the selfish motivation of minimizing
video distortion and the global goodness of minimizing
network congestions.

Typically, for real-time video communications over
resource-limited wireless networks, the key point is how
to allocate the resource to different users who share the
network to minimize the total video distortion. In this pa-
per, we employ MD as our error-resilient coding method.

L.Zhou, X. Wang and B.Zheng are with the Electronic Engineering
Department, Shanghai Jiao Tong University, Shanghai, China; B.
Geller is with the LEI, Ecole Nationale Supérieure des Techniques
Avancées (ParisTech), Paris, France.

For such a case, there are many and different description
streams over multiple paths which may influence each
other; thus the sources should choose reasonable rate-
routing-distortion point by providing optimal transmis-
sion rate and routing such that the video sources be
both error-resilient and network-adaptive. However, to
the best of our knowledge, current literatures considered
MD, congestion control and multipath routing separately
and independently. In order to achieve improved video
quality supported by wireless networks, these factors are
jointly considered in this work.

II. SYSTEM MODEL AND NOTATION

Consider a wireless network with L links, and each
link l ∈ L with a capacity of Cl. In this system, there
are S users, and each user s ∈ S using asymmetric MD.
In this work, we focus on two descriptions since this is
the most widely used for MD video. Each description of
user s is denoted as H i

s for i = 1, 2, with a set L(H i
s)

of links from source to destination. Each link l is shared
by a set ∪2

i=1H
i
s(l) of descriptions. For each user s, we

denote d0
s as the central distortion when both descriptions

are received, di
s for i = 1, 2 as the side distortion if

description H i
s is received, and d3

s as the distortion if
none of the description is received. Also, Ri

s and P i
s for

i = 1, 2 are the rate and the packet loss probability of
the path for description H i

s, respectively.
Our system scheduling aims at finding the optimal

rate-routing-distortion operating points to minimize the
total distortion, which is the sum of distortion of each
user s Ds. Also, Ds can be approximated as:

Ds = d0
s

(
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s

)(
1− P 2

s

)
+ d1

s

(
1− P 1

s

)
P 2

s

+ d2
s
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s

)
P 1

s + d3
sP

1
s P 2

s (1)

In this paper, we employ the following distortion-rate
region as [4]:
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where σ2 is the source variance. We assume here Gaus-
sian sources with zero and unit variance σ2 = 1.

For this wireless video communication, we consider
that the transmission error is caused by the unreliable
wireless links. In order to get a uniform bound of packet
loss probability, all the links in this multihop network
are supposed to be independent [4], and the end-to-end
packet loss probability for description H i

s is:

P i
s = 1−

∏

l∈L(Hi
s)

(1− pl) (3)

where pl is the packet error probability on link l.
According to [5], pl is an increasing function of the rate
on link l rl , and a lower bound on this function is:

pl ≥ 1
2
2−KCl(1−θl) (4)

where K is the average packet length and θl = rl/Cl

reflects the link utilization. Assuming that the error
probability of each link l is small, we can approximate
P i

s as:

P i
s ≈

∑

l∈L(Hi
s)

pl ≈
∑

l∈L(Hi
s)

1
2
2−KCl(1−θl) = F (rl) (5)

where F is just a function chosen for the convenience
of notation.

III. OPTIMAL SYSTEM SCHEDULING SCHEME

We investigate the optimal system scheduling by
jointly optimizing the rate-routing-distortion adaptation.
Based on previous discussions, the optimal problem is:

min
∑
s∈S

Ds (6)

s.t. P i
s ≥ F (rl), l ∈ L(H i

s),∀s, i = 1, 2

rl =
∑2

i=1

∑
Hi

s∈Hi
s(l)

Ri
s ≤ θlCl,∀l

d0
s, d

i
s, P

i
s , R

i
s ≥ 0, 0 ≤ rl ≤ Cl, θl,∀s, i = 1, 2,∀l

where Ds is defined by (1). The first constraint comes
from the packet loss and the second from the flow con-
straint. It should be noted that for practical operation, the
original value of θl is 1, and its current estimated value in
iteration t depends on the one in previous iteration t−1.
Obviously, this problem is a non-convex optimization
problem, but if the ordering of possible Ri

s (i = 1, 2) is
known for every user s, the optimization problem is a
convex optimization if we apply a logarithmic change of
variable. With this additional log change of variable to
P i

s , P i
s = exp(P̃ i

s), P̃ i
s ≤ 0, the optimization problem in

(6) becomes:

min
∑
s∈S

Ds (7)

s.t. P̃ i
s ≥ log F (rl) = F̃ (rl), l ∈ L(H i

s),∀s, i = 1, 2∑2
i=1

∑
Hi

s∈Hi
s(l)

Ri
s ≤ θlCl − ξr2

l ,∀l
d0

s, d
i
s, P̃

i
s , 0 ≤ rl ≤ Cl, R

i
s ≥ 0, θl,∀s, i = 1, 2,∀l

To make (6) strictly convex in Ri
s, we add −ξr2

l to
the righthand side of the constraints in (7). Where, ξ is
a small number such that ξr2

l is small compared with
rl. Since there is a fixed closed interval for Ri

s, the
optimization problem (7) is a convex optimization given
the ordering of possible Ri

s for every user s.
Since (7) is a convex optimization problem satisfying

Slater’s condition, the duality gap is zero. Therefore, a
distributed algorithm for (7) can be derived through the
Lagrange dual problem. First we obtain the following
Lagrangian:

L(Ds, R
i
s, φl, κl) =

∑

s∈S

Ds −
∑

i

∑

l∈L(Hi
s)

φl(t)
(
P̃ i

s − F̃ (rl)
)

+
∑

i

∑

Hi
s∈Hi

s(l)

κl(t)
(
Ri

s − θlCl + ξr2
l

)
(8)

• Each Source s seeks:

min
∑

s∈S

Ds−
∑

i

∑

l∈L(Hi
s)

φl(t)P̃ i
s+

∑

i

∑

Hi
s∈Hi

s(l)

κl(t)Ri
s

(9)
• Each Link l seeks:

min φ′l(t)F̃ (rl)− κi
s(t)

(
θlCl − fl − ξr2

l

)
(10)

where κi
s(t) =

∑
l∈L(Hi

s)
κl(t) and φ′l(t) =∑2

i=1

∑
Hi

s∈Hi
s(l)

φl(t) refer to the end-to-end congestion
price for H i

s and the aggregate traffic load reduction price
paid by sources using link l at iteration t, respectively.
The Lagrangian dual function Ld(φl, κl) is defined as the
maximized L(Ds, R

i
s, φl, κl) over Ds and Ri

s for given
φl and κl. Each source can compute an optimizer D∗

s

and each link l can compute an optimizer r∗l (φl, κl). The
Lagrange dual problem of (7) is:

min Ld(φl, κl) = L(D∗
s , r

∗
l (φl, κl), φl, κl) (11)

where (φl, κl) are the dual variables. Note that (11) is
a convex minimization. Since Ld(φl, κl) may be non-
differentiable, an iterative subgradient method can be
used to update the dual variables to solve (11):
• Link Price Update:

φl(t + 1) = [φl(t) + λφ(t)F̃ (rl)]+ (12)

where λφ(t) represents the link price step size.
• Congestion Price Update:

κl(t + 1) = [κl(t) + λκ(t)
(
r′l(t)− θlCl + ξr2

l

)
]+ (13)
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(a) Network topology
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(b) Rate on each path
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(c) Average distortion of each user

Fig. 1. Simulation using the proposed OJRCR scheme. Step sizes: λκ = 4× 10−5, λφ = 2× 10−5.

where r′l(t) =
∑i=2

i=1

∑
Hi

s∈Hi
s(l)

Ri
s is the aggregate rate

of all the sources on link l at iteration t, and λκ(t)
represents the congestion price step size.

Based on the previous discussions, the Optimal Joint
Rate Control and Routing (OJRCR) scheme can be
implemented in on-line manner as follows. The sources
send all outgoing links with path discovery messages,
which are forwarded by the intermediate nodes. At each
intermediate node, the path discovery messages contain
the information of congestion price using (13) and link
price using (12) related to every possible flow between
the source and intermediate node. This intermediate node
then extends the path as the source does. Upon reception
of path discovery messages from the destinations, the
sources determine the optimal path L(H i

s) between the
source and destination by minimizing (9). Once the path
determined, the corresponding links l ∈ L(H i

s) update
the rl by minimizing (10). In this case, each source
adjusts its offered congestion price per unit traffic load
for each description and each link in its path determines
its total traffic which maximizes the “net income” of the
network based on its link price.

An illustrative numerical example is summarized for
network shown in Fig.1(a). Of the many possible source-
destination pairs, we choose 1-6. To present a clear
picture of how the OJRCR works, we consider a case
when all the link capacities are the same, background
traffic is 30% of the link capacity, and the number of
user is 10. Fig.1(b) and Fig.1(c) illustrate both the total
rates for all users and average distortion of each user of
each iteration for Cl = 800Kbps, K = 40Kbits. It can
be observed that the possible paths for node 1 to node
6 have changed over the iterations, so that the traffic is
reallocated over the network to avoid already congested
links. Changes in the paths also affect the congestion-

increment information, which in turn leads to changes
in the rate allocation decisions. Clearly, the simulation
results are consistent with the analytical optimal and
convergence properties. It should be noted that, nu-
merous simulations have been performed with different
scenarios, for example, different network topologies, user
numbers, link capacities etc., and similar behaviors to
Fig.1(b) and Fig.1(c) have been observed.

IV. CONCLUSION

We have studied the optimal system scheduling for
competing MD video steams interact in a resource
limited wireless multihop network. As detailed in the
letter, our proposed optimal joint rate control and routing
scheme can be adapted to dynamic network condition by
adjusting the multipath routing and the allocated rate for
each MD video stream.

REFERENCES

[1] E. Akyol, A. M. Tekalp, and M. R. Civanlar , “A Flexible
Multiple Description Coding Framework for Adaptive Peer-to-
Peer Video Streaming”, IEEE J. Sel. Top. Sig. Process., vol.1,
no.2, pp.231-245, 2007.

[2] I. Radulovic and P. Frossard, “Multiple Description Coding with
Redundant Expansions and Application to Image Communica-
tion” EURASIP Journal on Image and Video Processing, Article
ID 24863, 2007.

[3] X. Zhu, P. Agrawal, J. P. Singh, T. Alpcan, and B. Girod, ”Rate
Allocation for Multi-User Video Streaming over Heterogenous
Access Networks”, Proc. ACM Multimedia, pp. 37-46, Augsburg,
Germany, September 2007.

[4] S. Kompella, S. Mao, Y. T. Hou, and H.D. Sherali, “Cross-
layer optimized multipath routing for video communications in
wireless networks”, IEEE J. Sel. Area Comm., vol.25, no.4, pp.
831-840, May 2007.

[5] J. W. Lee, M. Chiang, and R. A. Calderbank, “Price-based dis-
tributed algorithm for optimal rate-reliability tradeoff in network
utility maximization”, IEEE J. Sel. Area Comm., vol.24, no.5,
pp. 962-976, May 2006.


