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Abstract

A model is presented that accurately describes brittle failure in the presence of cohesive forces, with a particular focus on the 
prediction of non planar crack paths. In comparison with earlier literature, the originality of the procedure lies in the a posteriori 
computation of the crack advance from the equilibrium, instead of a most common determination beforehand from the stress state 
ahead of the front. To this aim, a robust way of introducing brittle non-smooth cohesive laws in the X-FEM is presented. Then 
the a posteriori update algorithm of the crack front is detailed. The crack deflection angle is computed from cohesive quantities 
exclusively, by introducing equivalent stress intensity factors. The procedure shows good accordance with experiments from the 
literature.
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1. Introduction

Four families of models are generally admitted to compute the brittle failure of components or structures : non local

approaches relying firstly on regularization techniques [1,2] with limits described in [3], first order [4–6] and higher

order [7,8] gradient approaches sharing similarities with damage phase-field models [9,10], cohesive zone models

(CZM) [11] and the linear elastic fracture mechanics (LEFM) [12,13]. While the first two types of models introduce

continuous deterioration of the mechanical properties in the bulk, strain localization is modelled by surfaces of

discontinuity in the others, interpreted as cracks propagating in the structure in the case of brittle failure. Recently, the

thick level-set model [14–16] brought together the two approaches into a united formalism: surfaces of discontinuity

automatically appear in some continuous damaged zones.

So that possibly non-planar surfaces of discontinuity may be inserted in a model regardless of the underlying mesh,

an extended finite element method (X-FEM) was developed by [17]. It accounts for discontinuities within elements,
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by means of a local enrichment with discontinuous functions, based on the partition of unity method [18]. Most of the

time, cracks are implicitly represented by so-called level-set functions (see [19–21]) and the X-FEM is coupled to a

level-set update algorithm and crack deflection criterion to model the propagation of a crack.

The level-set update consists of solving Hamilton–Jacobi equations, which can be done with implicit finite

difference schemes [19], explicit finite differences [22–24] – more efficiently used on an auxiliary grid [25,26] –

or Fast Marching Methods [27–29]. However, since the existing crack surface is preserved, the level-set update is

more readily done by simple geometrical equations in a fully explicit way, by taking advantage of the existence of a

moving crack front from which distances can be measured, as proposed by [30–32] with classical level-sets, by [33]

with vector level-sets or by [34] with an implicit–explicit crack description.

Though the LEFM is the most mature engineering tool to study crack propagation, it sometimes shows limitations

for some advanced applications:

• If the size of the process zone approaches any relevant lengthscale of the model (structure typical size, initial crack

length, distance between crack tips), the response of the structure is subjected to a size effect, that LEFM fails to

predict.

• In 3D, it is very difficult to track the new crack front as an iso-G curve, as Griffith theory would suggest. Although

some recent work based on the use of configurational mechanics tackle this issue in an implicit way [35], a rule

of thumb is generally used to compute an explicit crack advance instead: for instance, the crack front is moved

forward proportionally to G (see [34] for discussion).

• The crack may not initiate from a sound structure: a pre-crack has to be put in. Thus, the sensitivity of the response

to the shape and orientation of the pre-crack has to be studied, and the failure load cannot always be accurately

reproduced.

• The calculation of stress intensity factors (SIF) requires the construction of adequate contours surrounding the

front [36–38], or specific elements to achieve optimal quality of the results [39,40], both techniques being generally

coupled, which requires additional monitoring.

• The notion of stress intensity factor is originally intended to linear isotropic homogeneous elasticity. Extensions

to anisotropic materials [41–43] and large deformations [44] do exist under some assumptions. Elastic–plastic

materials may also be treated through asymptotic expansions near the crack tip for power-hardening laws by

Hutchinson, Rice and Rosengren [45–47], but related solutions are not valid for (even local) unloading.

In order to address some of these issues, cohesive zone models were originally proposed by Barenblatt [11]. They

consist of restraining forces which vanish as the crack opens, thus obeying a softening traction–displacement relation.

This behaviour was introduced in the X-FEM and coupled with crack propagation algorithms as illustrated by the

literature cited below.

In a first family of approaches (Fig. 1(a)), the crack path is fully extended before computing the equilibrium. While

conserving the crack surface, the load increment is applied. The extension of the crack path is then determined from

the stress state ahead of the front, where elements are going to exceed a critical stress. The cohesive calculation is

performed with this new path, and the procedure is repeated iteratively (Fig. 1(a)). The crack advance increment is

often monitored, as in [48,49], so as to prevent spurious oscillations or too rough results.

The crack path may be extended by segments through the determination of a deflection angle and crack advance, as

in [48–51]. In [50,51] for instance, a bidimensional crack is propagated perpendicular to the direction of an averaged

maximal principal stress in all cut elements, as long as a critical value is exceeded in the element. Alternatively, this

crack advance may be determined by setting the overall energy variation (including cohesive energy) to zero [49].

However, the crack path is often determined as a whole, by so-called crack tracking algorithms: Jäger [52] offers

a nice review of these methods. Areias and Belytschko [53] first proposed a local version: for each element adjacent

to the current crack front, the crack surface is iteratively extended based on the adjacent preexisting crack front.

Gasser and Holzapfel [54,55] proposed a non local version where the crack is iteratively extended based on principal

directions and the pre-existing surface in a neighbourhood of the element to be cut. As this smoothes the crack front, it

gives better results for sharply curved cracks. In a similar manner, de Borst et al. [56,57] proposed a cohesive segment

approach that would initiate and propagate cracks in heterogeneous materials based on non-local stresses. Finally,

Oliver et al. [58,59] proposed a global crack tracking algorithm where the crack path is determined from the field of

principal directions and previous crack front by a global resolution of an anisotropic heat equation.
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Fig. 1. Existing approaches in the literature to handle cohesive propagation.

In a second family of approaches (Fig. 1(b)), the crack advance is controlled at each step: from a given crack path,

a deflection angle is determined. The crack is extended by a controlled length in this direction and the load is adapted

so that the cohesive zone be coincident with the new crack tip (see [60–62]), this coincidence being ensured by setting

the overall stress intensity factor (SIF) to zero.

As for the crack deflection angle, criteria rely either on stress intensity factors (SIF), local stress, or variational

formulations.

Based on the SIF are the maximal hoop stress criterion of Erdogan and Sih [63], the minimum strain energy density

criterion [64], the maximum energy release rate criterion by [65,66], the maximum KI or minimum KII criterion

(see [67]). Now, in the LEFM framework, these SIF may be computed by integral methods [68,48] or related to the

stress around the tip [34,69]. Equivalent stress intensity factors may also be computed straight from a cohesive result

with integrals surrounding the process zone [60].

As for criteria based on local stresses, for brittle failure the direction of the maximal principal stress is most

commonly considered as being normal to the propagation direction. This was converted into an angle expression

in 2D and 3D by [69,70]. Some papers [62] recommend not to take axial stress into account when computing the

principal directions. Finally, in [71] the crack angle and directions are included as new unknowns in the energy of the

2D structure to be minimized.

In all these techniques, the surface of discontinuity has to stop within the structure. The X-FEM enrichment strate-

gies either have it stopped at the edges (2D) or faces of the mesh, as in [50,51] or as in the PU-FEM methods [55–57].

Alternatively, a crack tip may be located within an element, which would be enriched with regular functions as in

[60,48,49,72]. An alternative is proposed by [61] to locate a crack tip within an element with no other enrichment than

the Heaviside.

In this paper a new procedure is proposed where the crack advance is implicit: it is naturally given as a side

result from cohesive fields at equilibrium. In this way, the crack advance is kind of embedded in the unknowns of

the problems rather than postulated in advance with some criterion that would have to be discussed. It would be even

better to also determine the crack deflection angle in an analogous way, but this is complex in 3D and will not be

addressed in this paper. First, in Section 2, a robust implementation of non-smooth cohesive laws in the X-FEM is

presented, that is capable of handling initial perfect adherence, even if it occurs over broad areas. This turns out to

be necessary when the next location of the crack front is not assumed to be known beforehand. Then, the crack path

prediction procedure is given in Section 3. Finally, numerical results are presented in Section 4.
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Fig. 2. Cohesive zone model.

Fig. 3. Notations of the problem.

2. XFEM cohesive zone models with large adherent zone

The cohesive law is thus inserted on a broad potential crack surface (see Fig. 3) and the equilibrium will naturally

separate the cracked surface – which comprises a traction-free zone and a cohesive zone – from the adherent zone (see

Fig. 2). A robust implementation of non-smooth cohesive laws in the X-FEM is thus presented here, that is capable of

describing broad adherent zones.

In quasi-brittle materials such as concrete, the cohesive zone models the area where micro-cracking has occurred,

but micro-cracks have not yet coalesced into a single macro-crack. The boundary between traction-free and cohesive

zone thus locates the physical crack front of the observable macro-crack. On the contrary, the boundary between

cohesive and adherent zone only locates the onset of micro-cracking: it is the front of a fictitious crack representing

the zone of incipient material debonding ahead of the physical crack. In a purposeful misuse of language, the “fictitious

crack front” is simply referred to as “crack front” from here onward.

2.1. Equilibrium of cracked bodies with cohesive forces

Let Ω ⊂ R
d be a body that is cut by a potential crack surface Γ . Its external boundary ∂Ω is decomposed into

non-overlapping parts Γu and Γg , with prescribed displacements and forces g, respectively (see Fig. 3). If ui are the

displacement fields on each of the crack lip Γ
i (Γ + is the upper crack lip, and Γ

- the lower crack lip), the displacement

jump is [u] (x) = u+ (x)− u- (x). Let n be the outward normal vector to Γ
- and tc be the restraining (cohesive) force

that Γ
+ applies over Γ

- (Fig. 3). Therefore, the stress tensor σ satisfies σ + · n = σ - · n = tc on Γ .
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Fig. 4. 3D description of the crack and the covariant basis attached to the crack front.

2.2. Representation of the crack by means of level-set functions

The crack has an implicit representation. A normal level-set function φn defines the position of the cracked surface

and a ⟨⟨ potential ⟩⟩ extension of it, through the isosurface φn = 0, which we call potential crack surface in this paper.

A tangential level-set φt allows to discriminate between the cracked surface and the adherent zone (see Fig. 2), so

that:

Γ = {x, φn(x) = 0 and φt (x) ≤ 0}. (1)

The crack front is then represented by T : (φn = 0)∩ (φt = 0)(see Fig. 4). This allows to define the covariant basis

along the front (see Fig. 4) as n := ∇φn , t := ∇φt and b := ∇φn × ∇φt .

2.3. Discrete displacement

The elements crossed by the potential crack are all enriched with a Heaviside-like function H , so that the discrete

displacement space is:

Vh :=





i∈N

ai Ni (x)+


i∈K

bi Ni (x) H (x) , ai ∈ R
d , bi ∈ R

d



(2)

where N represents the set of nodes of the mesh, K is the set of enriched nodes (see Fig. 5), Ni are the linear shape

functions (linear elements are considered throughout this paper) and:

H (x) :=



+1 if φn(x) ≥ 0

−1 if φn(x) < 0.
(3)

2.4. Why a penalized law is not efficient to describe a large adherent zone

As a trial run, the cohesive traction tc is written as an explicit function of [u] (see Fig. 6). Hence, an equivalent

jump is defined as [u]eq =



⟨[u]n⟩2
+ + β2[u]2

s , where:

• [u]n = [u] · n is the normal jump;

• ⟨[u]n⟩+ = max {[u]n, 0} and ⟨[u]n⟩- = min {[u]n, 0} are its positive and negative parts;

• [u]s = (1 − n ⊗ n) · [u] is the tangential jump;

• β is a material parameter that quantifies the ratio between tensile and shear strengths.

A dimensionless internal variable α may then be defined at time t as:

α(t) = max
t ′∈[0,t]

[u]eq(t
′)

wc

(4)
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Fig. 5. Potential crack surface not matching the mesh edges, and subsequent enriched nodes.

Fig. 6. Penalized linear-softening mode-coupling cohesive law.

wherewc corresponds to the first opening for which cohesive forces are reduced to zero. The internal variable has non-

zero initial value α0: α = α0 indicates adherence with the initial stiffness, α ∈]α0, 1[ describes a damaged material,

and α = 1 characterizes full debonding. For loading conditions (that is, if α = [u]eq/wc), the surface energy reads :

Π ([u]) = 2Gcα



1 −
α

2



+
σc

2α0wc

⟨[u]n⟩2
-. (5)

The cohesive traction is deduced from (5) by tc ([u]) = ∂Π
∂[u]

. Its expression may be summarized as follows: defining

an equivalent traction as tc,eq =



⟨tc,n⟩2
+ + β−2t2c,s , it holds:

tc,eq = σc (1 − α)
[u]eq

αwc

. (6)

The normal traction is then defined by tc,n =
tc,eq

[u]eq
⟨[u]n⟩+ +σc

⟨[u]n⟩-

α0wc
and the shear component is tc,s = β2 tc,eq

[u]eq
[u]s .

To see how such a formulation performs with large adherent zones, an inclusion debonding test is carried out,

whose geometry and loading conditions are represented in Fig. 7 (all dimensions are millimetres). It consists of a

plate in plane strain under tension, for which linear isotropic elasticity is assumed with coefficients E = 36.56 GPa

and ν = 0.2. A circular inclusion is inserted into the plate, which is prone to debonding and therefore subjected

to the above cohesive law, with tensile strength σc = 2.7 MPa, fracture energy Gc = 0.095 N mm−1 and mixed-

mode parameter β = 1. With strong mode-coupling, a curved crack surface and some contact at the upper and lower

extremities of the inclusion, this problem is a good challenger for the accuracy and robustness of a formulation.

Normal opening and tractions – these being computed straight from the displacement by (6) – have been plotted on

Figs. 8–9 at load u0 = 0.04 mm, for crack-surface-matching and non matching meshes, and with various penalization

parameters α−1
0 . It can be seen on Figs. 8–9 that such classical penalized cohesive laws tc ([u]) raise three issues:
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Fig. 7. Inclusion debonding test.

Fig. 8. Normal opening with the inclusion debonding test.

1. non physical opening or interpenetration is observed, impairing the accuracy of the results, when penalization

parameter α−1
0 is too low (tag 1 on Fig. 8): α−1

0 = 104 is the minimal value which accurately resolves the adherent

phase;

2. spurious oscillations of the traction are observed in the (almost) adherent zone, when α−1
0 is on the contrary too

high (tag 2 on Fig. 9). This numerical issue has been widely reported and studied by X-FEM literature (see [73–75]).

In one word, it comes from the fact that the discretization space for traction gets too rich in comparison with that

of the displacement, when the stiffness of the interfacial law gets so high that it is akin to enforcing a Dirichlet

condition;

3. misevaluation of the regime (adherence or debonding) may occur as a collateral damage of these oscillations, with

some Gauss points in the adherent zone being mistakenly considered as dissipative (tag 3 on Fig. 9).

To conclude, classical penalized laws fail to achieve good resolution of large adherent zones, since a too low α−1
0

implies large opening in the adherent zone leading to a wrong solution in terms of accuracy, while a higher value of

α−1
0 arises spurious oscillations due to stability issues, as soon as the penalization is about to get sufficiently stiff to

correctly describe adherence.

Changes to the formulation are proposed as remedial actions to each of the aforementioned drawbacks:

1. a mixed law with initial perfect adherence is proposed to avoid non physical opening;

2. a stable ⟨⟨ mortar ⟩⟩ formulation is introduced to handle perfect adherence and the sudden switch to a Neumann-like

condition when debonding starts;

3. a discretization with blockwise diagonal operators is suggested to avoid regime misevaluations.

2.5. The use of Lagrange multipliers in the X-FEM

The ability to prescribe Dirichlet conditions in the X-FEM is a prerequisite to introduce mixed laws. Literature

on the topic can be divided into stable methods, which works out discrete spaces by enriching the displacement
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Fig. 9. Normal tractions with the inclusion debonding test.

Fig. 10. Mesh not matching the crack surface and reduced multiplier space.

space [76] or reducing the ⟨⟨ traction ⟩⟩ multiplier vector space [74,75,77], and stabilized methods, which consists of

adding stabilizing terms to the formulation, either by having the stress trace on the interface play the role of Lagrange

multiplier, as in Nitsche’s methods [78], or with stabilization term on the multiplier/stress discrepancy [79]. In this

paper, the multiplier reduced vector space by Géniaut [77] is used.

In this space, multipliers components are supported by the nodes in K (see Fig. 5). This initial set is reduced into

a fewer number Nλ of degrees of freedom by prescribing equality relations between the components, supported by

some intersected edges V : a truly independent Lagrange degree of freedom I is shared by a group of nodes i in K (see

Fig. 10), hence making a non-local shape functionψI :=


i∈I Ni (see Fig. 10)—it is called non-local because its sup-

port is made up of non-adjacent elements (see Fig. 10). The multiplier field is then interpolated over cut elements and

the discrete multiplier is finally the trace of this field on the crack surface, so that the multiplier reduced vector space is:

Mh :=





I

µIψI |Γ ,µI ∈ R
d



.

2.6. A mixed law, in the augmented lagrangian formalism

For the sake of conciseness, let us call w the displacement jump. In the augmented Lagrangian formalism, a general

expression of the surface density of energy for orthotropic potential laws is:

Π (w,λ) = φ(λn + rwn,λs + rsws)−
λ2

n

2r
−

λs · λs

2rs

(7)

where φ is a derivable function, r and rs are the normal and tangential augmentation parameters. Here, tangential

augmentation is taken as rs = β2r .
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Fig. 11. Mode-coupling mixed cohesive law.

While the cohesive traction is still given by tc = ∂Π
∂w

, dual equations are needed to know where Dirichlet conditions

take place, and enforce them there. This additional interfacial law is determined by stating that ∂Π
∂λ

= 0 in the

augmented Lagrangian formalism, which ensures that there is no need to verify any further inequality constraint

throughout computation: all constraints are embedded in that (equality) interfacial law, which makes it eligible for

resolution with a mere Newton–Raphson procedure.

The cohesive traction thus reads :

tc,n (λn + rwn,λs + rsws) =
∂Π

∂wn

= r
∂φ

∂(λn + rwn)
(8)

tc,s



λn + rwn,λs + rβ2ws



=
∂Π

∂ws

= rβ2 ∂φ

∂(λs + rβ2ws)
. (9)

The dependence of tc on λn + rwn and λs + rsws will be omitted from here onward to alleviate notations. The

interfacial law is simply λ = tc (see Fig. 11).

Let (λ+ rw)eq :=



⟨λn + rwn⟩2
+ + β−2



λs + β2rws

2
be an equivalent augmented traction. A threshold function

ϕ is then introduced as ϕ


(λ+ rw)eq



:=
(λ+rw)eq−σc

rwc−σc
, so that a scalar dimensionless internal variable α is defined as

verifying:

ϕ


(λ+ rw)eq



− α ≤ 0 (10)

α̇ ≥ 0 (11)

α̇


ϕ


(λ+ rw)eq



− α


= 0. (12)

It holds α ≤ 0 for an uncracked material, and α ≥ 1 for a fully cracked material. For loading conditions, that is to

say if α = ϕ


(λ+ rw)eq



, function φ is defined by:

φ (λn + rwn,λs + rsws) = 2Gc



1 −
σc

rwc



α



1 −
α

2



+
1

2r
⟨λn + rwn⟩2

- . (13)

For contact-free situations, and not considering the related term in (13), the surface energy (7) depends upon α and

λeq only, through Π (α, λeq) = φ(α) −
λ2

eq

2r
. When dissipation starts, it holds α = 0 and λeq = σc. When it ends, it

holds α = 1 and λeq = 0. Then, we have π(α = 1, λeq = 0)− π(α = 0, λeq = σc) = Gc since φ(α = 1)− φ(α =

0) = Gc −
σ 2

c

2r
, which ensures that an energy Gc shall be provided to fully open a unit surface of crack.

The resulting traction deduced from (13) by (8)–(9) may be synthesized as follows: still defining equivalent

tractions as tc,eq =



⟨tc,n⟩2
+ + β−2t2c,s , the traction–separation law is expressed in terms of equivalent quantities
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as tc,eq = (1 − Td) (λ+ rw)eq, where Td is the damage tensor. Its expression for linear softening is:

Td =
α



1 − σc

rwc



α + σc

rwc

. (14)

We may readily check that Td = 0 if α = 0 (perfect adherence), and Td = 1 if α = 1 (full debonding). The vector

traction–separation law is then defined in terms of normal component tc,n = (1 − Td) ⟨λn + rwn⟩+ + ⟨λn + rwn⟩-(the

latter term being added to account for unilateral contact) and shear component tc,s = (1 − Td)


λs + rβ2ws



.

2.7. Stable ⟨⟨ mortar ⟩⟩ formulation for inserting an interfacial law in XFEM

As mentioned before, interface quantities (tractions tc and energy density Π ) should be defined over the reduced

space Mh to avoid spurious oscillations during adherence phases. This still applies to the displacement jump w,

because it actually comes into play during adherence phases as well (through the augmentation). Hence, w is

introduced as a new unknown of the problem, to be discretized over a different space from that of [u]: Mh . The

total energy of the problem reads:

E(u,λ,w) =
1

2



Ω

ϵ(u) : C : ϵ(u)dΩ −



Γg

g · udΓg +



Γ

Π (w,λ) dΓ . (15)

Now, finding the solution of the continuous problem would imply to find (u,w,λ) = argminw*=[u*]E


u*,λ*,w*


,

hence the Lagrangian of the problem:

L(u,w,λ,µ) =
1

2



Ω

ϵ(u) : C : ϵ(u)dΩ −



Γg

g · udΓg +



Γ

Π (w,λ)dΓ +



Γ

µ · ([u] − w) dΓ . (16)

The optimality conditions of Lagrangian (16) give the following discrete weak form:

∀u* ∈ Vh,



Ω

σ(u) : ϵ(u*)dΩ −



Γg

g · u*dΓg +



Γ

µ · [u*]dΓ = 0 (17)

∀µ* ∈ Mh,



Γ

([u] − w) · µ*dΓ = 0 (18)

∀w* ∈ Mh, −



Γ

[µ − tc] · w*dΓ = 0 (19)

∀λ*
n ∈ Mh, −



Γ



λn − tc,n


r
· λ*

ndΓ = 0 (20)

∀λ*
s ∈ Mh, −



Γ



λs − tc,s


rβ2
· λ*

s dΓ = 0. (21)

2.8. Blockwise diagonal discrete operators at the interface

Brittle cohesive laws exhibit sudden changes of tangent behaviour matrix, and as such belong to the family of

non-smooth interface laws (as unilateral contact for instance). It is thus better, to prevent cyclic ⟨⟨ flip-flop ⟩⟩ behaviour

of a Newton–Raphson algorithm, to limit the number of points where these changes may occur to the number Nλ of

Lagrange degrees of freedom, which leads to the discretization adopted below.

The components of unknown vectors u and µ are defined in a fixed basis (eX , eY , eZ ), while the components of

unknown vectors w and λ are defined in the covariant basis (n, t, b) to the crack surface Γ at each point x ∈ Γ (see

Fig. 4), so that:

w(x) =

Nλ


I=1

ψI (x)


wI,nn(x)+ wI,t t(x)+ wI,bb(x)


. (22)
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A similar equation to (22) holds for λ. At a Lagrange degree of freedom I ∈ {1..Nλ}, it is possible to compute

cohesive components t I
c,n, t I

c,t , t I
c,b from components



wI,n, wI,t , wI,b



and


λI,n, λI,t , λI,b



with the aforementioned

cohesive law. These cohesive components are not meant to be associated with particular directions around degree of

freedom I , but they are meant to be used in a weak sense. The discretization procedure is as follows:

• for (17), classical Gaussian integration is applied;

• for (18), classical Gaussian integration is performed in the fixed basis ∀I ∈ {1..Nλ},


Γ
([u X ](x)− w(x) · eX ) ψI

(x)dΓ = 0, and similarly for directions eY , eZ ;

• for (19), a lump is applied to the cohesive traction only, so that, (19) becomes in the covariant basis ∀I ∈

{1..Nλ}, t I
c,n



Γ
ψI (x)dΓ −



Γ
µ(x) · n(x)ψI (x)dΓ = 0 and similarly for directions t, b;

• as for (20)–(21), which represents the interfacial law, it is lumped everywhere, so that ∀I ∈ {1..Nλ},



Γ
ψI (x)dΓ

r


t I
c,n − λI,n



= 0 and similarly for directions t, b. In this expression, the multiplying factor has been kept to have a

symmetric tangent stiffness matrix.

This highly non-linear set of equations is solved with a Newton–Raphson algorithm. The tangent stiffness matrix

of the problem reads:

K :=











kuu


kµu
T

0 0

kµu 0


−kwµ
T

0

0 −kwµ dww


dλw
T

0 0 dλw dλλ











(23)

where:

• kuu is the bulk stiffness matrix;

• kµu and kwµ are classical ⟨⟨ mass ⟩⟩ matrices stemming from the discretization of ⟨⟨ mortar ⟩⟩ operators, the latter

also handling the change from fixed to covariant basis;

• matrices d are all blockwise diagonal: for I and J distinct Lagrange degrees of freedom, it holds dIJ = 0.

Owing to (8)–(9) we have
∂tc,s

∂(λn+rwn)
= β2



∂tc,n

∂(λs+rβ2ws)

T

so that a symmetric matrix derived from the cohesive

law is introduced as:

kc :=









∂tc,n

∂ (λn + rwn)
β2 ∂tc,n

∂


λs + rβ2ws



∂tc,s

∂ (λn + rwn)
β2 ∂tc,s

∂


λs + rβ2ws











=



kc
nn kc

ns

kc
sn kc

ss



. (24)

Diagonal blocks are then determined by:

dww
I I = rkc (25)

dλwI I =



kc
nn kc

ns

β−2kc
ns β−2kc

ss



(26)

dλλI I =







kc
nn − 1

r
sym.

kc
ns

rβ2

β−2kc
ss − 1

rβ2






. (27)

2.9. Numerical validation with the inclusion debonding test

The above three changes (mixed law, stable ⟨⟨ mortar ⟩⟩ formulation, blockwise diagonal operators) may be applied

independently from one another. To assess their individual numerical effect, they were tested incrementally in

intermediate formulations, which are all summarized on Table 1.
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Table 1

Tested formulations and total number of required Newton iterations. The load is initially prescribed in three time steps, which may be further

subdivided whenever needed to converge.

Classical formulation Stable ⟨⟨ mortar ⟩⟩ formulation

Consistent operators Blockwise diagonal operators

Penalized law tc([u]) tc(w) tc(w)

Newton iterations 729 311 147

Mixed law tc([u],λ) tc(w,λ) tc(w,λ)

Newton iterations 63 43 15

Fig. 12. Total number of Newton iterations to solve the problem in 3 time steps.

The inclusion debonding is considered (Fig. 7), with a load u0 = 0.2 mm being originally applied in 3 time steps.

At a given step, if the Newton–Raphson algorithm fails to converge, computation restarts with a load increment that is

half its previous value. As an indicator for robustness, we take the total number of iterations needed to apply the full

load: it is obtained by summing up the Newton iterations of all converged load increments (there can be much more

than three, if several subdivisions had to be applied to reach convergence), and reported in Table 1 and Fig. 12. For

penalized laws, the smaller penalization parameter which still ensures adequate adherence (non physical opening was

not observed) is α−1
0 = 104. This value was chosen in Table 1, and only higher values are tested on Fig. 12. The total

number of Newton iterations is then observed to decrease significantly for each of the changes, illustrating the ability

of each of them to bring additional robustness (see Table 1 and Fig. 12).

Moreover, normal cohesive tractions have been plotted along the inclusion in Fig. 13, for u0 = 0.04 mm. It can be

deduced from this plot that:

• the stable multiplier space, used along with a mixed law allows to remedy the aforementioned spurious oscillations

issue;

• the implementation of mixed cohesive law is checked, since its results coincide with those of the linear-softening

penalized law;

• neither the stable ⟨⟨ mortar ⟩⟩ formulation, nor blockwise diagonal operators alter the results, since they coincide

with other laws.

3. 3D cohesive crack propagation with implicit crack advance

The procedure that we propose to study crack propagation is as follows (Fig. 14):

• given a potential crack surface, the equilibrium state is computed (Fig. 14(b)),

• update of the crack front based on the computed cohesive state (Fig. 14(c)),
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Fig. 13. Cohesive stress along the interface for intermediate formulations.

a b c

a e d

Fig. 14. Overview of the procedure.

• determination of deflection angles along the front (Fig. 14(d)),

• update of the potential crack surface accordingly (Fig. 14(e)),

• correction of the cohesive internal variables (Fig. 14(a)).

3.1. Update of the crack front

This is the main novelty of our propagation procedure. When used on undefinite paths, the cohesive crack advance

is generally determined beforehand. On the contrary, when used on predefinite paths, cohesive laws do not require a

priori knowledge of the crack front: that information is naturally embedded in the model, which is an advantage of

cohesive laws in comparison with LEFM. Hence, we would like to benefit from this feature for an undefinite path as

well.

We shall then set up a detection phase, in which the tangential level-set – and consequently the crack front – should

be updated a posteriori, based on the new computed cohesive state and on the crack front from the previous load
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(b) (c)

(a)

Fig. 15. Computation of a rough crack front.

increment. A requirement for that detection is that it should produce a smooth φt : it has to be suitable for further use

by level-set update algorithms during the next propagation steps. To do so, a first rough front detection is performed

using the cohesive internal variable state only (Fig. 15): that field is similar to a tangential level-set, but it is too

rough for a straight use in the level-set update procedure. A smooth crack advance field will therefore be recreated a

posteriori, from the former crack front (Fig. 16(a)–(b)), and put into a level-set update algorithm which will produce

a smoother tangential level-set (Fig. 16(c)–(d)).

The detection process is decomposed as follows:

1. Rough crack front detection (Fig. 15)

(a) The nodal field of internal variables α is computed, which is allowed to be negative for the adherent part

(Fig. 15(a)).

(b) Elements which are intersected by the isozero of that field are computed (Fig. 15(b)).

(c) Intersection points of the rough crack front with the faces of the mesh are computed, as in [25], creating a cloud

of points (Fig. 15(c)).

2. Reconstruction of a smooth tangential level-set (Fig. 16)

(a) Construction of a crack advance field at each point P of the previous front, as the distance from P to the

projection of the cloud of points in the propagation plane (P,nP , tP ) (Fig. 16(a)).

(b) Smoothing of that advance field as a scalar function (Fig. 16(b)).

(c) Application of a level-set update algorithm (to the tangential level-set only) with that advance field and the

deflection angle computed at earlier steps (Fig. 16(c)–(d)).
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(a) Reconstruction of a crack advance distance at each point of the

previous front.

(b) Smoothing of the crack front

advance.

(c) Deduction of the vector crack advance, bifurcation

angle βP being available from the propagation stage

of the previous regularized crack front.

(d) Tangential level-set update (with the geometrical

algorithm of [Colombo 2012]).

Fig. 16. Reconstruction of a smooth tangential level-set.

3.2. Deflection angle

The use of SIF-based criteria in cohesive models has been suggested by [80,81]. Authors explain that this is a

reasonable assumption for concrete, since experiments showed that the crack path, contrary to the load–deflection

curve, is almost insensitive to the size of the cohesive zone, to such a point that the crack path may still reasonably be

predicted with LEFM assumptions.

The stress intensity factors may be post-processed from a separate LEFM computation – cohesive forces are

removed from the model – as in [82,62]. However, this adds complexity to the procedure by introducing a LEFM

stage in addition to the cohesive one.

For this reason, Moës and Belytschko [60] used the SIF-based criteria by computing SIF straight from the cohesive

results. The reason why this can be done is brought by Planas and Elices [83], who explained that mechanical fields

asymptotically tend to those of an equivalent free crack far enough from the process zone. Hence, equivalent stress

intensity factors may be defined by contour integrals away from the process zone.

A virtual crack extension field θ is defined as tangent to the cohesive zone, directed towards t on the front and so

that |θ | = 1 (Fig. 17). Let us consider a contour C surrounding the cohesive zone, and denote by Γ
+
C and Γ

-
C the

crack lip segments between the extremities of C and the tip (see Fig. 17), so that the whole defines a domain DC (see

Fig. 17). A generalized Rice integral is defined as:

J := −



∂DC

θ · E · n dΓ (28)

15



Fig. 17. Defining invariant integrals in the presence of cohesive forces.

where E = ∇uT · σ − 1
2
(σ : ϵ) 1 is Eshelby’s tensor and n is the outward normal to the contour. Due to the fact that

asymptotic cohesive near-fields are not singular, we have J = 0.

By ∂DC = C ∪ Γ
+
C ∪ Γ

-
C , J may be split up into J = Jcoh + Jext, with Jext := −



C
θ · E · n dΓ and

Jcoh =


ΓC
θ · [E] · n dΓ (see Rice [68]) with [E] = E+ − E-. Given the definition for E, the fact that θ · n = 0 and

the fact that σ · n = tc on Γ , it comes:

Jcoh =



Γ -
C

tc · ∇[u] · θ dΓ . (29)

It is noticeable that the integrand of (29) vanishes outside the cohesive zone, since tc = 0 on the traction-free zone

and [u] = 0 on the adherent zone. Hence Jcoh is independent of contour C as long as it surrounds the cohesive zone

(see Fig. 17), and may be written as:

Jext = −Jcoh = −



Γ

tc · ∇[u] · θ dΓ . (30)

Consequently, Jext does not depend upon C for such contours. It may then be interpreted as an intensity measure

for an equivalent singularity,when looking far fields.

From Irwin’s formula, it comes that Jext = −Jcoh = 1−ν2

E



K 2
I,eq + K 2

II,eq



+ 1
2µ

K 2
III,eq. Besides, the cohesive

traction is decomposed as tc = tc,nn + tc,t t + tc,bb. Making use of the notation [∇u] · θ = ∂[u]n

∂θ
n + ∂[u]t

∂θ
t + ∂[u]b

∂θ
b,

the equivalent SIF may alternatively be computed by:

K 2
I,eq = −

E

1 − ν2



Γ

∂[u]n

∂θ
tc,ndΓ (31)

K 2
II,eq = −

E

1 − ν2



Γ

∂[ut ]

∂θ
tc,t dΓ (32)

K 2
III,eq = −2µ



Γ

∂[ub]

∂θ
tc,bdΓ . (33)

Physically, expressions (31)–(33) quantify the dissipated energy in the three fracture modes for a homothetic

propagation of the crack in the direction θ , provided the cohesive process zone is small compared to the sample

size. There is therefore no need to construct contours surrounding the front and no need to compute auxiliary fields

with this method.

The adopted deflection angle is then the classical maximum hoop stress criterion defined by Erdogan and Sih [63]:

β = 2 arctan



1

4



K I,eq/K I I,eq − sign(K I I,eq)





K I,eq/K I I,eq

2
+ 8



. (34)
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a b c

Fig. 18. Geometric update algorithm, as introduced by Colombo [32].

3.3. Update of the potential crack surface

At this stage, the potential crack surface should be extended from the crack front after the deflection angle

determined at the previous step. In other terms, the cracked zone – which contains the cohesive zone and the traction-

free zone – is kept unchanged while the adherent zone is ⟨⟨ forgotten ⟩⟩ and repositioned according to the deflection

angle. In practice, this means applying a level-set update algorithm to the normal level-set (the tangential level-set

having already been updated during the detection phase of Section 3.1).

To this aim, simple geometrical algorithms have emerged in the literature that take advantage of the fact that

the previous cracked surface is frozen, to such a point that the use of such procedures is now prevailing for crack

propagation problems. One of them was adopted here, named geometrical level-set update by [32]. New level-set

values are computed from the previous crack front and advance vector field as follows:

For every node M of the mesh:

• node M is projected onto the previous crack front (see Fig. 18(a));

• its projection Q onto the new front is deduced from the advance vector field (see Fig. 18(b));

• the updated normal (for this stage) or tangential level-sets (for the crack front detection of Section 3.1) is

directly computed, respectively as the normal and tangential components of vector QM. In the case where we

had φt (M) ≤ 0 before the update of the crack front, φn (M) is not updated, so that the previous cracked surface is

kept unchanged (see Fig. 18(c)).

3.4. Extension of the multiplier space and initial internal variables

As illustrated by Fig. 19(a)–(b), the update of the crack surface implies that it has turned ahead of the front.

Consequently, the edges which are intersected by the new crack surface are not the same as those which were

intersected by the former crack surface, especially ahead of the crack front (see Fig. 19(a)–(b)).

In Fig. 19(d), Q denotes the set of intersected edges by the new crack surface, V the subset of edges with an equality

relation, and K denotes the set of enriched nodes. We denote Q0, V0 and K0 these (different) sets if the former crack

surface configuration is considered (Fig. 19(a)). Hence, the construction of the set of equality relations V – defining

the new reduced multiplier space Mh – non longer relies upon Q0: it has to be formed again starting from Q.

Now, a new V started from scratch would possibly lead to completely different combinations of nodes sharing a

Lagrange degree of freedom. As the internal variables were defined on the older Mh , they would have to be projected

onto a quite different space, which would involve serious energetic issues. It is therefore wiser to start the new space

abiding by preexisting combinations behind the crack front, and extend it with new groups on the formerly non

intersected area, located ahead of the crack front (see Fig. 19(a)–(c)).

In practice, edges of Q0\V0 whose both vertices belong to K are removed from the set Q provided as an input

to the restriction algorithm (see Fig. 19(b)). The restriction algorithm by Géniaut et al. [77] is then performed, thus

naturally resulting in a V which preserves preexisting combinations (see Fig. 19(c)).

The new restricted space involves nodes in K\K0 which had no attributed value for the internal variables (white

nodes in Fig. 19(c)). For such a node n, an initial value is determined as follows (see Fig. 19(c)–(d)):

• if there exists an edge in V connecting n to a node m ∈ K0, the value of m is attributed to n;

• otherwise, the initial internal variable is set to 0 (uncracked material).
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(a) Previous crack configuration. (b) Update of the crack surface.

(c) Update of the reduced space. (d) Update of the internal variables.

Fig. 19. Extension of the restricted multiplier space and update of the internal variables.

Note that such update for internal variables leads to only slight equilibrium discrepancy, since implied nodes are

very close to the crack front or ahead of it, and hence have almost zero values (see Fig. 19(a)).

There are also a few nodes in K0 whose value must still be changed, since the related connecting edge has changed

between V and V0 (grey nodes in Fig. 19(c)). Once more if for such a node, there exists an edge in V connecting it to

a node m ∈ K0, the value of m is attributed to n.

4. Numerical tests

Several tests of increased complexity were carried out, which all have been numerically and experimentally inves-

tigated in earlier literature. Whenever possible, these benchmarks have been carried out with the same data.

4.1. An extruded test: the L-shaped panel

Based on the experimental results by Wrinkler [84] on plain concrete, this L-shaped panel test was numerically

reproduced by [48,62,71]. The geometry and loading are summarized in Fig. 21. The documented material data of the
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Fig. 20. Bilinear-softening law.

Fig. 21. L-shaped panel: geometry and loading.

Fig. 22. Comparison of computed and experimental crack paths for the L-shaped panel.

experimented concrete are given in Table 2, as well as the values reported by [48] as best representing the results, also

used here for computation. Instead of linear softening, the bilinear-softening law of Fig. 20 is used, which is closer to

the actual fracture properties of concrete.

As shown by Fig. 22, the computed crack path appears to be within the experimental range. As for the

load–deflection curve, represented in Fig. 23, the peak is rather accurately reproduced, but the computed post-peak
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Table 2

Material data for the plain concrete of the L-shaped panel.

Experimented concrete Used for computation (see [48])

Modulus of elasticity E = 25.85 GPa E = 25 GPa

Poisson’s ratio ν = 0.18 ibid

Tensile strength σc = 2.7 MPa σc = 2.5 MPa

Fracture energy Gc = 0.095 N mm−1 Gc = 0.13 N mm−1

Fig. 23. Computed and experimental load–deflection curves.

Fig. 24. L-shaped panel: deformed shape and stress modulus.

behaviour exhibits a steeper slope than the experiments. This is probably due to the use of bilinear instead of expo-

nential softening (see [38]), the latter being closer to the actual softening behaviour of concrete [55]. As expected

from the values of Table 2, the process zone is of the same order than the characteristic dimension of the specimen,

as can be seen on the map of normal cohesive tractions on the crack surface (see Fig. 25). The stress modulus map is

represented in Fig. 24.

4.2. Three-point bending test with an initial skew crack

This test consists of an experimental and numerical study of the propagation of a fatigue crack in PMMA

(Plexiglas c⃝) by [85,86], and was used as a numerical benchmark by [32]. Geometry and loading conditions are
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Fig. 25. L-shaped panel: profile of the normal cohesive traction on the crack surface.

Fig. 26. Three-point-bending test with an initial skew crack.

Table 3

Material data for the PMMA sample.

Physical values Used for computation

Modulus of elasticity E = 2.8 GPa ibid

Poisson’s ratio ν = 0.38 ibid

Fracture energy Gc = 0.5 N mm−1 ibid

Tensile strength σc = 40 MPa σc = 15 MPa

summarized on Fig. 26. The actual material parameters are given in Table 3. Here, the applied load is monotonic

instead of cyclic, and focus is made on an accurate prediction of the crack path. The typical length of the cohesive

zone is then expected to be (see [87,88]) lc = EGc

(1−ν2)σ 2
c

= 0.3 mm. As such the process zone is much smaller than a

characteristic dimension of the sample. The response of the structure should tend to that given by LEFM, and a larger

size of the process zone may even be used for computation without significant change of results (see Table 3) as long

as it remains small compared to the specimen size. Consequently, as the crack path is controlled by the stress intensity

factors ratio, it is expected to be identical for monotonic and cyclic loading: this is why our computed crack path in

the monotonic case should compare well to fatigue experiments for this specific case.

The computed crack path (see Figs. 27–28) is in good accordance with the experiment (Fig. 29), with an initial

twist of the crack path to recover mode I loading conditions (see Figs. 27–28): the qualitative evolution of the crack

front is similar to that of the experiments (see Fig. 30). Fig. 31 shows the comparison of the positions of the endpoint

of the crack in the cut plane x = −5 mm.

4.3. Brokenshire’s torsion test

Again, a prismatic specimen with an initial skew crack is considered, and submitted to torsion (see Fig. 32).

Experiments (see Figs. 36 and 33) were carried out by Brokenshire [89], and the test was numerically reproduced
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Fig. 27. Perspective view of the crack surface and field of cohesive tractions.

Fig. 28. Top view of the crack surface.

by [34,54], as a benchmark to test the ability of several crack propagation algorithms to capture non-planar crack

paths. Geometry and loading are represented in Fig. 32. The material parameters of plain concrete of Table 4 and the

bilinear-softening law of Fig. 20 are adopted.

The experimental ⟨⟨ S-shaped ⟩⟩ crack path is accurately reproduced for this test, as can be seen in Fig. 34. Plotting

the applied load as a function of the crack mouth opening displacement (CMOD) at the centre top of the notch (see

Fig. 32), the peak is accurately reproduced while the post-peak behaviour appears to be too stiff again (see Fig. 33),
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Fig. 29. Experimental crack path from [85,86].

Fig. 30. 3-point bending test with an initial skew crack: deformed shape and map of stress modulus.

Fig. 31. Crack path in the cut plane (X = −5).

which is still due to the use of bilinear instead of exponential softening (see [38]). This time, the size of the process

zone is large compared to the size of the specimen, as can be seen on the profile of normal cohesive tractions on the
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Fig. 32. Geometry and loading for Brokenshire’s torsion test.

Fig. 33. Load–deflection curves for Brokenshire’s torsion test.

Table 4

Material data for the plain concrete of Brokenshire’s

test.

Modulus of elasticity E = 35 GPa
Poisson’s ratio ν = 0.2

Fracture energy Gc = 0.0825 N mm−1

Tensile strength σc = 2.3 MPa

crack surface (see Fig. 34). In spite of this, the crack path is still rather well predicted with LEFM assumptions. The

stress modulus map is represented on Fig. 35.

5. Conclusion

In this paper, an original method is presented to predict crack paths and load–deflection curves of brittle or quasi-

brittle materials, with a combined use of the X-FEM and cohesive zone models. Instead of specifying the location of

the crack front for the next load increment in advance, the cohesive law is defined over a broad interface, so that the

next location of the crack front is naturally embedded in the equilibrium. This demands a robust insertion of cohesive

laws with an exact enforcement of initial adherence in the X-FEM. The key ideas to achieve this are:
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Fig. 34. Shape of the computed crack path and map of normal cohesive tractions for Brokenshire’s test.

Fig. 35. Deformed shape and map of stress modulus for Brokenshire’s test.

Fig. 36. Experimental crack path from [89].

• an expression of the cohesive law within the augmented Lagrangian formalism,

• the use of a reduced space for the discrete cohesive traction and displacement jump,

• a cohesive law that is written componentwise on the reduced space.
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We think that the methodology could be extended to most non-smooth interfacial behaviour (unilateral contact for

instance) with on-going work in that direction.

The crack kink angle is determined by classical criteria deduced from equivalent stress intensity factors, computed

creatively by surface integrals over the cohesive zone. Three numerical tests were carried out, for which there exist

experimental data and computation with other methods. The method is efficient to track the crack path and predict the

effect of the size of the sample over the load–deflection curve.
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[75] N. Moës, E. Béchet, M. Tourbier, Imposing dirichlet boundary conditions in the extended finite element method, Internat. J. Numer. Methods

Engrg. 67 (2006) 1641–1669.

[76] J. Dolbow, L. Franca, Residual-free bubbles for embedded dirichlet problems, Comput. Methods Appl. Mech. Engrg. 197 (2008) 3751–3759.
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