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We study the propagation of water waves over a ridge structured at the subwavelength
scale using homogenization techniques able to account for its finite extent. The
calculations are conducted in the time domain considering the full three-dimensional
problem to capture the effects of the evanescent field in the water channel over
the structured ridge and at its boundaries. This provides an effective two-dimensional
wave equation which is a classical result but also non-intuitive transmission conditions
between the region of the ridge and the surrounding regions of constant immersion
depth. Numerical results provide evidence that the scattering properties of a structured
ridge can be strongly influenced by the evanescent fields, a fact which is accurately
captured by the homogenized model.

Key words: shallow water flows, surface gravity waves, wave–structure interactions

1. Introduction

Starting with the pioneering works of Lamb (1932), there is a long history of
the development of analytic methods to investigate surface wavefield modifications
induced by bathymetric changes. Interest in this problem is due to the phenomena
associated with wave propagation over submarine trenches in the ocean or across
navigational channels where changes in water depth are commonly the case. Recent
years have seen renewed interest in this problem with the exciting idea to transpose
the concept of metamaterials emerging from the physics community to water waves,
see e.g. the introductory discussion in Porter (2017). Such metamaterial devices have
been proposed to produce a lensing effect (Hu & Chan 2005; Zhang, Chan & Hu
2014; Bobinski et al. 2015), to control the ocean wave energy flow (Chen et al.

2009; Berraquero et al. 2013; Dupont et al. 2015) or to produce a protected free
wave region using cloaking strategies (Farhat et al. 2008; Newman 2014; Porter &
Newman 2014; Xu et al. 2015; Zareei & Alam 2015; Dupont et al. 2016; Porter
2017). For most cases, the idea is to exploit an effective anisotropy resulting from
a bathymetry varying at the subwavelength scale. A tempting approach to predicting

† Email address for correspondence: agnes.maurel@espci.fr
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FIGURE 1. (Colour online) Scattering by a structured ridge of finite extent (computed
numerically). The region (0, L) contains N = 15 layers alternating h− = 0.05 of relative
thickness ξ = 0.1 and h+ = 1 (the spacing is ℓ= 1); outside the ridge, h = 1. The incident
wave comes from the left at incidence θ = 50◦ and frequency ω

√
h/g = 0.4. (a) The free

surface elevation (ϕnum(x, y, 0)), (b) field of the potential in a vertical section ϕnum(x, 0, z)
and (c) profile of the free surface elevation ϕnum(x, 0, 0).

this anisotropy relies on a two-step procedure, in which a three- to two-dimensional

reduction (in the vertical direction) is firstly conducted, afterwards the homogenization

of the resulting two-dimensional equation of the shallow water type is performed,

thus benefitting from the analogy with the polarized Maxwell equations. In the case

of a layer structured sea bed, this provides effective water depths that are simply the

arithmetic and geometric averages of the actual ones, see e.g. Chen et al. (2009),

Berraquero et al. (2013), Dupont et al. (2015). As already stressed in Porter &

Newman (2014) and in Porter (2017), the validity of the shallow water equations

is restricted to bed gradients that are small compared to the typical wavelength,

which is rarely fulfilled. Besides, it has been shown in Rosales & Papanicolaou

(1983) that conducting the homogenization of the full three-dimensional problem

results in effective water depths depending on the resolution of cell problems which

interrogate effects of the evanescent field, or transition effects, in the water channel,

see also Mei et al. (2011), Wang, Guo & Mei (2015), Guo et al. (2017). Recently,

this result has been validated experimentally (Maurel et al. 2017); for a simple

layered microstructures, it has been shown that it is possible to play with the

three-dimensional effects to get an anisotropy significantly higher than that predicted

by the homogenized two-dimensional shallow water wave equation.

In the present study, we extend the homogenization procedure and address the

problem of scattering by a structured ridge of finite extent, see figure 1. Specifically,

we focus on the transmission conditions which complement the homogenized

two-dimensional equation, and which encapsulate the effects of the evanescent field

at the end boundaries of the ridge, as shown in figure 2. We shall establish that at
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FIGURE 2. (Colour online) (a) Actual problem of gravity waves over a structured ridge,
equation (2.1). (b) Effective problem, equation (2.2) with an anisotropic (hx, hy) ridge and
transmission condition (2.5) at the end boundaries x = 0, L with the regions of constant
depth h.

the dominant, first, order these conditions are the intuitive continuities of the surface

elevation and of the normal mass flux while at second order these two fields are

discontinuous. The derivation of such unusual transmission conditions are classical

for piecewise constant water channels using matched asymptotic techniques (Tuck

1976) and we shall see that our result includes this limiting case. In the present case,

matched asymptotic techniques have to be combined with homogenization and there

are only few works dealing with such methods, see e.g. Cakoni, Guzina & Moskow

(2016), Vinoles (2016), Marigo & Maurel (2017) and Maurel & Marigo (2018). It is

worth noting that these unusual transmission conditions are corrections to the intuitive

ones and as such we could expect that they have a weak influence on the scattering

properties. In fact, we shall illustrate that their influence can be very significant since

the leading-order model may fail dramatically even at relatively low frequencies.

Such failure has already been reported in Sheinfux et al. (2014) for the scattering

of electromagnetic waves by stratified structures, and analysed in Maurel & Marigo

(2018) using a similar approach. We also mention a recent work by Porter (2019)

which demonstrates the significant improvement due to second-order corrections in

an extended version of the shallow water equation; in this case, a discontinuity in

the gradient of the sea bed gives rise to a discontinuous surface elevation.

The outline of the rest of the paper is as follows. In § 2, we give the statement

of the scattering problem by a structured ridge surrounded by regions of constant

depth and we present the homogenized model up to the second order. The derivation

of this model is detailed in §§ 3 and 4. In § 3, the homogenization is performed far

from the end boundaries of the ridge. Although this procedure simply follows that

conducted by Rosales & Papanicolaou (1983), it allows us to define the fields at

the two first orders and to introduce auxiliary problems, often termed cell problems,

which are needed to set the problem at the end boundary of the structure. This

problem and the resulting transmission conditions are presented in § 4. The properties

of the homogenized models are discussed in § 5 and their validity is inspected in § 6

by comparison with the complete solution computed numerically. In particular, the

sensitivity of the scattering properties to the geometry of the layers terminating the

ridge is exemplified.

2. The actual and the effective problems

Using the assumptions of an inviscid, incompressible fluid, and an irrotational

motion, the velocity potential ϕ3d(r, z) and the associated velocity u
3d(r, z) satisfy in
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the transient regime the full three-dimensional problem

u
3d = ∇ϕ3d + ∂ϕ3d

∂z
ez, div u

3d + ∂u3d
z

∂z
= 0,

u3d
z |z=0

= −1

g
∂ttϕ

3d
|z=0, u

3d
· n|Γ = 0,















(2.1)

with g the gravitational constant; t is the time, r = (x, y) is the coordinate in the
horizontal plane (∇ and div are the gradient and the divergence with respect to r),
z is the vertical coordinate. Next, z = 0 is the undisturbed free surface and Γ denotes
the boundary of the sea bottom (∂nϕ

3d is the normal derivative of ϕ3d).
In the time domain, the shallow water regime is guaranteed if the maximum

frequency ω imposed by the source satisfies ω2h/g ≪ 1 with h the typical immersion
depth and we restrict our study to this case. We consider also that the array spacing ℓ
is of the same order of magnitude as h. Following Rosales & Papanicolaou (1983), we
shall establish that the effective homogenized problem is reduced to a two-dimensional
problem for a two-dimensional potential ϕ(r) and it reads

h ∇2ϕ(r)− 1

g
∂ttϕ(r)= 0, over channels of constant depth h,

hx

∂2ϕ

∂x2
(r)+ hy

∂2ϕ

∂y2
(r)− 1

g
∂ttϕ(r)= 0, over a structured ridge.















(2.2)

In the case of the microstructure varying along x only, with a periodicity ℓ, we get

hx = ℓ

∫

Ω

(

∂Φ

∂xr

+ 1

)

dxr dzr, hy = 〈h〉, (2.3a,b)

where Φ(xr, zr) is the solution of a static problem, see forthcoming equation (3.18),
set in coordinates (xr, zr) rescaled with the spacing ℓ, where Ω is the unit cell
containing a single microstructure; also, 〈.〉 means the average over Ω . Hence, only
hx is impacted by the transition effects in the water depth. Now, defining the normal
flux D(r) as

D(r)=















h
∂ϕ

∂x
(r), over channels of constant depth h,

hx

∂ϕ

∂x
(r), over a structured ridge,

(2.4)

non-intuitive transmission conditions apply at the boundary between the two regions,
say at x = 0, of the form

JϕK =B D, JDK = ℓ2
C
∂2ϕ

∂y2
, (2.5a,b)

where we defined the jump JϕK = ϕ(0+, y) − ϕ(0−, y) and the mean value
ϕ = (1/2)(ϕ(0+, y)+ ϕ(0−, y)) (the same for D). It is worth noting that the effective
problem, equations (2.2)–(2.5), is simpler than the actual one in (2.1) because
the region containing the microstructure at the small scale ℓ has been replaced by a
region (of same extent) made of an anisotropic but homogeneous medium. This is the
basic simplification expected from the homogenization process. Next, a dimensional
reduction from a three-dimensional problem to a two-dimensional problem has been
obtained owing to the shallow water hypothesis. We shall now detail the derivation
of this model using a combination of the techniques of two scale homogenization
and of matched asymptotic expansions.
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3. Propagation in regions with constant depth and structured sea bed

The asymptotic analysis is performed owing to the two typical length scales
separated by ε. The small scales are ℓ, the spacing of the microstructure, and the
water depth h is of the same order of magnitude. In the transient regime, we assume
that the source imposes a maximum frequency ω, hence a smallest wavelength√

gℓ/ω, and we set

ε=ω

√

ℓ

g
≪ 1 and ω

√

h

g
= O(ε). (3.1a,b)

In this section, we write the problem in non-dimensional form, with

t →ωt, r → ωr√
gℓ
, z → ωz√

gℓ
, u

3d → u
3d

u0

, ϕ3d → ω√
gℓ

ϕ3d

u0

, (3.2a−e)

from which (2.1) reads as

u
3d = ∇ϕ3d + ∂zϕ

3d, div u
3d + ∂zu

3d
z = 0,

u3d
z |z=0

= −ε ∂ttϕ
3d

|z=0, u
3d

· n|Γ = 0.

}

(3.3)

Next, the separation of scales is accounted for using two coordinate systems, with

r = (x, y), and (xr, zr)=
(x

ε
,

z

ε

)

. (3.4a,b)

The macroscopic coordinate r is adopted to describe the slow variations of the surface
waves propagating at the free surface, while the microscopic coordinate (xr, zr) is
adopted to describe the rapid variations of the evanescent field along xr due to the
microstructure and in the vertical direction because of the shallow regime.

3.1. A warm up and useful result – propagation in a region of constant depth

To begin with, we shall recover the shallow water equation over channels of constant
depth h. To do so, we consider the following expansions

ϕ3d = ϕ0(r, zr)+ εϕ1(r, zr)+ · · · , u
3d = u

0(r, zr)+ εu1(r, zr)+ · · · , (3.5a,b)

and the horizontal gradient is replaced by

∇ + ez

ε

∂

∂zr

, with ∇ = ex

∂

∂x
+ ey

∂

∂y
, (3.6)

so that (3.3) becomes, for n > 0,

∂ϕ0

∂zr

= 0, u
n = ∇ϕn + ∂ϕn+1

∂zr

ez,

∂u0
z

∂zr

= 0, div u
n + ∂un+1

z

∂zr

= 0,

u0
z |zr=0

= 0, un+1
z |zr=0

= −∂ttϕ
n
|zr=0, un

z |zr=−h∗ = 0,































(3.7)

where h∗ = h/ℓ is the channel depth in dimensionless form.
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3.2. The first order

From (3.7), ϕ0 and u0
z do not depend on zr. Besides, since u0

z (r) vanishes at zr = 0,

we deduce that u0
z = 0 and eventually

u
0(r)= ∇ϕ0(r). (3.8)

Also, it follows from 0 = u0
z = ∂zr

ϕ1 that ϕ1(r) does not depend on zr, hence

u
1(r, zr)= ∇ϕ1(r)+ ∂u2

z

∂zr

(r, zr) ez, (3.9)

and div u
1 = ∇2ϕ1(r) since the divergence is two-dimensional. Thus, integrating for

n = 0, 1 the relation div u
n + ∂zr

un+1
z = 0 between zr = −h∗ and zr = 0, along with the

boundary conditions un+1
z |zr=−h∗ = 0 and un+1

z |zr=0
= ∂ttϕ

n(r), we get that

h∗∇2ϕ0(r)− ∂ttϕ
0(r)= 0,

h∗∇2ϕ1(r)− ∂ttϕ
1(r)= 0,

}

(3.10)

which is the usual shallow water equation applying at the first and second orders.

3.3. Effective propagation in a region with structured sea bed

Over the structured ridge and far away from its end boundaries, we assume that the
fields can be expanded as follows

ϕ3d = ϕ0(r, xr, zr)+ εϕ1(r, xr, zr)+ · · · , u
3d = u

0(r, xr, zr)+ εu1(r, xr, zr)+ · · · ,
(3.11a,b)

with r = (x, y) well suited to describe the variations of the propagating field at the
wavelength scale, and (xr, zr) well suited to describe the variations of the evanescent
field in the vertical direction (as previously) and along x because of the microstructure.
In this region, the horizontal gradient is replaced by

∇ + 1

ε
∇r, with ∇r = ex

∂

∂xr

+ ez

∂

∂zr

, (3.12a,b)

and ∇ is defined in (3.6); it is useful to remark that

div ∇r = divr∇ = ∂2

∂x∂xr

. (3.13)

In addition, we assume that ϕn and u
n are periodic with respect to xr, and we define

Ω the elementary cell in (xr, zr) coordinates, with xr ∈ (−1/2, 1/2) (figure 3). Now,
equation (2.1) reads as

∇rϕ
0 = 0, u

n = ∇rϕ
n+1 + ∇ϕn,

divr u
0 = 0, divr u

n+1 + div u
n = 0,

u0
z |zr=0

= 0, un+1
z |zr=0

= −∂ttϕ
n
|zr=0, u

n
· n|Γ = 0,

ϕn, u
n periodic with respect to xr.



















(3.14)
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FIGURE 3. (Colour online) Homogenization in the bulk. On the left, the ridge of finite
extent in (x, y, z) coordinates (r = (x, y)). On the right, the unit cell Ω in rescaled in
(xr, zr) coordinates, with h∗(xr)= h(x/ε)/ℓ.

3.3.1. First order

At the leading order in 1/ε, equation (3.14) gives ∇rϕ
0 = 0, from which ϕ0(r)

depends on the macroscopic coordinates r only. It follows that ϕ1(r, xr, zr) satisfies
the following problem

∇2
r ϕ

1 = 0,

∂ϕ1

∂zr |zr=0

= 0, ∇rϕ
1
· n = −∂ϕ

0

∂x
(r) nx|Γ ,

ϕ1, ∇rϕ
1 periodic with respect to xr,



















(3.15)

where we have used that ∇ϕ0
· n = ∂xϕ

0 nx (since the problem is invariant along y
hence ny = 0). Next, the velocity at the leading order reads as

u
0(r, xr, zr)= ∇ϕ0(r)+ ∇rϕ

1(r, xr, zr). (3.16)

The problem (3.15) is linear with respect to ∂xϕ
0(r) so that we can set

ϕ1(r, xr, zr)=
∂ϕ0

∂x
(r)Φ(xr, zr)+ 〈ϕ1〉(r), (3.17)

with Φ satisfying the two-dimensional cell problem defined in Ω

∇2
rΦ = 0, inΩ

∂Φ

∂zr

(xr, 0)= 0,
∂Φ

∂n |Γ
= −nx, Φ, ∂xr

Φ periodic with respect to xr.







(3.18)

It is worth noting that this problem is independent of the frequency, and (Φ + xr)
corresponds to the problem of potential flow in a corrugated rigid duct (figure 4). In
(3.15), ϕ1 is defined up to a function of r; in (3.17), we have fixed this function equal
to

〈ϕ1〉(r)= 1

〈h∗〉

∫

Ω

ϕ1(r, xr, zr) dxr dzr, (3.19)

being the mean value of ϕ1, with 〈h∗〉 the surface of Ω . Doing so, we have imposed
the condition

∫

Ω

Φ dxr dzr = 0, (3.20)
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FIGURE 4. (Colour online) Example of field Φ(xr, zr) solution of (3.18) in the unit cell
Ω (h+/ℓ= 1, h−/ℓ= 0.3 and ξ = 0.4).

hence for symmetric layers, Φ is an odd function of xr. It is now sufficient to integrate,
from (3.14), the relation divr u

1 + div u
0 = 0 over the unit cell Ω to get that

h∗
x

∂2ϕ0

∂x2
(r)+ h∗

y

∂2ϕ0

∂y2
(r)− ∂ttϕ

0(r)= 0, (3.21)

where (h∗
x, h∗

y) are given by

h∗
x =
∫

Ω

(

∂Φ

∂xr

+ 1

)

dxr dzr, h∗
y = 〈h∗〉. (3.22a,b)

To derive the above relation, we have used that (i)
∫

Ω
divr u

1 = ∂ttϕ
0(r) from Green’s

theorem with u1
z |zr=0

= ∂ttϕ
0(r), u

1
· n vanishing on Γ and being periodic with respect

to xr and (ii) div u
0 = ∇2ϕ0(r)+ ∂xxϕ

0(r)∂xr
Φ making use of (3.16).

3.3.2. Second order

To get the effective propagation at the second order, the problem on ϕ2 has to be
defined. From (3.14), it is easy to see that ϕ2 satisfies the following problem

∇2
r ϕ

2 = −∂
2ϕ0

∂x2
(r)

(

2
∂Φ

∂xr

+ 1

)

− ∂2ϕ0

∂y2
(r), inΩ,

∂ϕ2

∂zr |zr=0

= −h∗
x

∂2ϕ0

∂x2
(r)− h∗

y

∂2ϕ0

∂y2
(r),

∇rϕ
2
· n|Γ = −∂

2ϕ0

∂x2
(r)Φ|Γ nx − ∂〈ϕ1〉

∂x
(r) nx|Γ ,

ϕ2, ∇rϕ
1 periodic with respect to xr.











































(3.23)

The above system has been obtained using that

u
1 = ∇rϕ

2 + ∇ϕ1, (3.24)

and the boundary conditions on u
1 in (2.1), along with (3.21). The problem (3.23) on

ϕ2 in (xr, zr) coordinates is linear with respect ∂xxϕ
0(r), ∂yyϕ

0(r) and ∂x〈ϕ1〉(r), thus
we can set

ϕ2(r, xr, zr)=
∂〈ϕ1〉
∂x

(r)Φ(xr, zr)−
∂2ϕ0

∂x2
(r) Φ̃(xr, zr)−

∂2ϕ0

∂y2
(r) Φ̂(xr, zr)+ 〈ϕ2〉(r),

(3.25)
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FIGURE 5. (Colour online) Asymptotic analysis at the end boundary of the structured
ridge. On the left, we zoom in on the vicinity of the boundary at x = 0. On the right,
the elementary cell Y in (x′

r, zr) coordinates is infinite along x′
r, with h∗(x′

r) = h(x/ℓ)/ℓ,
x′

r ∈ (−∞,+∞).

with Φ̃ and Φ̂ satisfying the cell problems































∇2
r Φ̃ = 2

∂Φ

∂xr

+ 1, inΩ,

∂Φ̃

∂zr |zr=0

= h∗
x,

∂Φ̃

∂n |Γ
=Φ nx|Γ ,

Φ̃ and
∂Φ

∂xr

periodic with respect to xr.































∇2
r Φ̂ = 1, inΩ,

∂Φ̂

∂zr |zr=0

= h∗
y,

∂Φ̂

∂n |Γ
= 0,

Φ̂ and
∂Φ̂

∂xr

periodic with respect to xr.

(3.26a,b)

In (3.25), we have imposed that Φ̃ and Φ̂ have zero mean, hence for a symmetric

sea bed shape in Ω they are even functions of xr. It is now sufficient to integrate

divr u
2 + div u

1 = 0 over Ω to get that

h∗
x

∂2〈ϕ1〉
∂x2

+ h∗
y

∂2〈ϕ1〉
∂y2

− ∂tt〈ϕ1〉 = 0. (3.27)

Here, we have used that
∫

Ω
divr u

2 = ∂tt〈ϕ1〉(r), using Green’s theorem along with the

boundary conditions on u
2 in (2.1) and ϕ1 in (3.17) along with (3.20). We also used

u
1 in (3.24) with ϕ1, ϕ2 in (3.17) and (3.25), where

∫

Γ
ds Φ̃ nx =

∫

Γ
ds Φ̂ nx = 0 and

(3.20).

4. Derivation of the transmission conditions

In this section, we shall derive the transmission conditions to be applied at

the boundary between a channel of constant depth h and the structured ridge, in

figure 2(a) at x = 0, L (below, we consider the boundary at x = 0, see figure 5). So

far, we have defined two expansions (3.5) and (3.11) valid far from the interface,

specifically and accounting for (3.8) and (3.9),

x< 0, ϕ3d = ϕ0(r)+ εϕ1(r)+ · · · , (4.1a)

u
3d = ∇ϕ0(r)+ ε(∇ϕ1(r)+ u1

z (r, zr)ez)+ · · · , (4.1b)
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 and

x> 0, ϕ3d = ϕ0(r)+ εϕ1(r, xr, zr)+ · · · , (4.2a)

u
3d = u

0(r, xr, zr)+ εu1(r, xr, zr)+ · · · , (4.2b)

and we refer to these regions as the outer regions. Now, we define the inner region as
the vicinity of the interface and the solution in this region is sought to match those
in the outer ones. To do so, we use the following expansions

ϕ3d =ψ0(y, x′
r, zr)+ εψ1(y, x′

r, zr)+ · · · , (4.3a)

u
3d = v

0(y, x′
r, zr)+ εv1(y, x′

r, zr)+ · · · , (4.3b)

where

x′
r = x

ε
, (4.4)

but now x′
r ∈ (−∞,+∞), and it remains to see how x′

r compares to xr (figure 5). The
meaning of the above expansions is the following. The fields depend on zr to account
for the evanescent field in the water depth and a priori on y. Next the matching with
the outer regions is handled by x′

r, and it tells us that the fields have to coincide
in an intermediate region, typically when |x| ∼ √

ε → 0 in the outer regions, hence
when |x′

r| ∼ 1/
√
ε → ∞ in the inner region. It follows that matching conditions can

be written at each order by using Taylor expansions of ϕ0 near x = 0±; at order 0,
they read as

ϕ0
|x=0± = lim

x′
r→±∞

ψ0, u
0
|x=0± = lim

x′
r→±∞

v
0, (4.5a,b)

and at order 1 they read as

ϕ1
|x=0± = lim

x′
r→±∞

[

ψ1 − x′
r

∂ϕ0

∂x |x=0±

]

, u
1
|x=0± = lim

x′
r→±∞

[

v
1 − x′

r

∂u
0

∂x |x=0±

]

. (4.6a,b)

We shall now conduct the analysis in the inner region owing to the matching
conditions (4.5) and (4.6). With the horizontal gradient being replaced by

ey

∂

∂y
+ 1

ε
∇r, (4.7)

the problem for n > 0 reads as

∇rψ
0 = 0, v

n = ∇rψ
n+1 + ∂ψn

∂y
ey,

divr v
0 = 0, divr v

n+1 +
∂vn

y

∂y
= 0,

v0
z |zr=0

= 0, vn+1
z |zr=0

= −∂ttψ
n
|zr=0, v

n
· n|Γ = 0,



























(4.8)

and matching conditions when x′
r → ±∞ apply at each order; we shall need them for

n = 0, 1 and they are given in (4.5)–(4.6).
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-x �
m

xm
∂

FIGURE 6. (Colour online) The inner region in (x′
r, zr) coordinates. The matching

conditions are written for x′
m → ∞; δ is the distance from the origin of x′

r and the first
zero of Φ.

4.1. The first order

From (4.8), we have ∇rψ
0 = 0, thus ψ0(y) does not depend on the rapid coordinate.

Hence, from (4.5), we get

ψ0(y)= ϕ0(0±, y), Jϕ0K = 0. (4.9a,b)

Now, we also have divr v
0 = 0 that we integrate over

Y m = {x′
r ∈ (−x′

m, x′
m), zr ∈ (−h(x′

r), 0)}, (4.10)

and Y m → Y when x′
m → +∞, see figure 6. Using the boundary conditions v

0
· n = 0

at zr = 0 and on Γ , we get that

lim
x′

m→+∞

[
∫ 0

−h∗(x′
m)

v0
x (y, x′

m, zr) dzr −
∫ 0

−h∗
v0

x (y,−x′
m, zr) dzr

]

= 0. (4.11)

It is now sufficient to use the matching conditions (4.5), with u0
x(r)= ∂xϕ

0(r) which
applies at x = 0− and with u0

x(r, xr, zr)= ∂xϕ
0(r)(∂xr

Φ(xr, zr)+ 1) from (3.16) to (3.17)
which applies at x = 0+, and we get

D0(y)= h∗ ∂ϕ
0

∂x
(0−, y)= h∗

x

∂ϕ0

∂x
(0+, y), (4.12)

where we have used that
∫ 0

−h∗(xr)

(

∂Φ

∂xr

+ 1

)

dzr = h∗
x, (4.13)

is independent of xr (and thus, independent of x′
r), see § A.1. At this leading order,

we find that the potential and the flow rate are continuous. We shall see that this is
not the case anymore at the next order.

4.2. The second order

First, we shall consider the problem on ψ1, which from (4.8) reads as

∇2
rψ

1 = 0,

∂ψ1

∂zr |zr=0

= 0, ∇rψ
1
· n|Γ = 0,

lim
x′

r→−∞
∇rψ

1 = D0(y)

h∗ ex, lim
x′

r→+∞
∇rψ

1 = D0(y)

h∗
x

(∇Φ(xr, zr)+ ex),



























(4.14)
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x �
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x �
r
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r, zr)

Á(x�
r, zr) - (x�

r/h) Á(x�
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((x�
r +

Ï(xr, zr))/hx)

(a) (b)

FIGURE 7. (Colour online) (a) Example of field Ψ (x′
r, zr) satisfying the elementary

problem (4.17). (b) Illustration of the extension of transition effects due to evanescent
field, with a resulting coefficient B = 1.08 in (4.18).

with

v
0(y, x′

r, zr)= ∇rψ
1(y, x′

r, zr)+
∂ϕ0

∂y
(0, y) ey. (4.15)

To determine the limits when x′
r → ±∞, we have used the matching condition (4.5)

on v
0 with u

0 = ∇ϕ0 which applies at x = 0− and with u
0 in (3.16) which applies

at x = 0+, along with (3.17). The problem on Ψ 1 in (4.14) is linear with respect to
D0(y) and we can set

ψ1(y, x′
r, zr)= D0(y) Ψ (x′

r, zr)+ ϕ1(0−, y). (4.16)

Since ψ1 in (4.14) is defined up to a function of y, we set this function equal to
ϕ1(0−, y); next Ψ satisfies the elementary problem

∇2
rΨ = 0, in Y ,

∂Ψ

∂zr |zr=0

= 0, ∇rΨ · n|Γ = 0,

lim
x′

r→−∞
∇rΨ = ex

h∗ , lim
x′

r→+∞
∇rΨ = ∇Φ + ex

h∗
x

,



























(4.17)

(an example of the field Ψ is given in figure 7). From the limits on ∇rΨ , we have
that

Ψ (x′
r, zr)∼

x′
r

h∗ , when x′
r → −∞,

Ψ (x′
r, zr)∼

Φ(xr, zr)+ x′
r

h∗
x

+B, when x′
r → +∞,















(4.18)

with B a constant. Using these limits in (4.16) and the matching conditions for ψ1 in
(4.6), we get that

ϕ1(0+, y, xr, zr)= D0(y)

(

Φ(xr, zr)

h∗
x

+B

)

+ ϕ1(0−, y). (4.19)
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Expectedly, we recover that ϕ1
|x=0+ is periodic with respect xr. Eventually, with 〈Φ〉=0,

we get the jump in 〈ϕ1〉
J〈ϕ1〉K = 〈ϕ1〉(0+, y)− ϕ1(0−, y)=B D0(y), (4.20)

(with 〈ϕ1〉 = ϕ1 for x< 0). At this order, the potential is not continuous anymore and
we shall see that the mass flux is not continuous either. To do so, we integrate over Y m

the incompressibility relation (divr v
1 + ∂yv

0
y )= 0 from (4.8). With ∂yv

0
y = ∂yyϕ

0(0, y)
applying in Y m from (4.15), we get that

∫

Y m

∂v0
y

∂y
=
(

h∗ x′
m +

∫ x′
m

0

h∗(x′
r) dx′

r

)

∂2ϕ0

∂y2
(0, y). (4.21)

Next, we use Green’s theorem and we account for the boundary conditions in (4.8)
and for the matching condition on v

1 in (4.6) to get that
∫

Y m

divr v
1 = I−(x′

m)+ I+(x′
m), (4.22)

with

I−(x′
m)= −h∗

[

u1
x − x′

m

∂u0
x

∂x

]

|x=0−
− x′

m∂ttϕ
0(0, y),

I+(x′
m)=

∫ 0

−h∗(x′
m)

[

u1
x + x′

m

∂u0
x

∂x

]

|x=0+
dzr − x′

m∂ttϕ
0(0, y).



















(4.23)

At x = 0−, we simply have un
x = ∂xϕ

n, n = 0, 1; next, making use of (3.10) leaves us
with

I−(x′
m)= −h∗ ∂ϕ

1

∂x
(0−, y)− x′

mh∗ ∂
2ϕ0

∂y2
(0, y). (4.24)

The term I+ is evaluated using that u0
x = ∂xϕ

0 + ∂xr
ϕ1 from (3.16) and u1

x = ∂xϕ
1 +

∂xr
ϕ2 from (3.24), with ϕ1 in (3.17) and ϕ2 in (3.25), namely

u0
x = ∂ϕ0

∂x
(r)

(

∂Φ

∂xr

+ 1

)

,

u1
x = ∂〈ϕ1〉

∂x
(r)

(

∂Φ

∂xr

+ 1

)

− ∂2ϕ0

∂x2
(r)

(

∂Φ̃

∂xr

−Φ

)

− ∂2ϕ0

∂y2
(r)
∂Φ̂

∂xr

.



















(4.25)

It follows that

I+(x′
m) = h∗

x

∂〈ϕ1〉
∂x

(0+, y)− g̃(x′
m)
∂2ϕ0

∂x2
(0+, y)

− ĝ(x′
m)
∂2ϕ0

∂y2
(0, y)− x′

m 〈h∗〉 ∂
2ϕ0

∂y2
(0, y), (4.26)

with the first term obtained using (4.13) and the last term obtained using (3.21). In
the above expression, we have defined

g̃(x′
m)=

∫ 0

−h∗(x′
m)

(

∂Φ̃

∂xr

−Φ

)

dzr, ĝ(x′
m)=

∫ 0

−h∗(x′
m)

∂Φ̂

∂xr

dzr. (4.27a,b)
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It is shown in appendix A that g̃(x′
m) = 0 and ĝ(x′

m) =
∫ x′

m

x0m
(h∗(x′

r) − 〈h∗〉) dx′
r, with

x0m any x-abscissa where ∂xr
Φ̃ and ∂xr

Φ̂ vanish, hence where Φ vanishes. With the
symmetry of our layers, the zeros of Φ take place for xr = −1/2, 0, 1/2 and for x′

r ∈
(x0m − 1/2, x0m + 1/2), we have x′

r = x0m + xr; it follows that x0m = δ+ (m + 1)/2 with
m = −1, 0, . . . integer and δ the distance from the origin to the first half-layer, see
figure 6. Eventually, gathering (4.21) and (4.22) along with (4.24) and (4.26) leaves
us with

h∗
x

∂〈ϕ1〉
∂x

(0+, y)− h∗ ∂ϕ
1

∂x
(0−, y)= C

∂2ϕ0

∂y2
(0, y), (4.28)

with

C ≡
∫ δ

0

(〈h∗〉 − h∗(x′
r)) dx′

r. (4.29)

4.3. Final homogenized problem

The final homogenized problem (2.2) along with (2.5) is constructed by considering
the potential (ϕ0 + ε 〈ϕ1〉). Once coming back to the physical variables using (3.2)
along with h∗ = h/ℓ, equation (3.10) applying for x< 0, and (3.21), (3.27) applying
for x> 0, gives simply (2.2). Then, from the transmission conditions (4.9), (4.20) and
(4.12), (4.28), the potential ϕ satisfying (2.2) and (2.5) admits the same expansions
as (ϕ0 + ε 〈ϕ1〉) up to O(ε2), hence the same expansion as the potential in the actual
problem up to O(ε2). For instance, equations (4.9) and (4.20) provide the relation

Jϕ0 + εϕ1K = εB D0 = εB D + O(ε2), (4.30)

and once coming back to the field with dimensions, JϕK = BD. Eventually, we shall
refer to the model at first order (that of ϕ0) the model obtained by setting B = C = 0
in (2.5).

5. Discussion on the homogenized problems

The homogenization of the structured ridge with finite extent shows that the two-
dimensional wave equation over the structured ridge (2.2) is that of a homogeneous
anisotropic medium; it applies at the first and at the second orders. Among the two
effective water depths, only hx depend on transition effects within the water depth; this
holds for a microstructure repeated along x only, as we have considered, and the more
general case can be found in Rosales & Papanicolaou (1983). Next, the transmission
conditions at the first order are the classical continuities of the field and of the normal
flux. As a correction to these continuity conditions, the model conducted at second
order provides non-intuitive transmission conditions which tell us that these two fields
experience a jump at the end boundaries of the ridge, equation (2.5).

The model at first order has a convergence in ε ∝ ω and as such, it will be
accurate in some low frequency regime; this is illustrated in appendix D. However,
and beyond the convergence, the error of any model at moderate ε values is of
practical importance. We shall see that the improvement in the prediction of the
scattering properties is significant even at relatively low frequency, especially when
the contrast in the water depths is important; this is expected since large contrasts
produce strong evanescent fields at the depth discontinuities. In the forthcoming § 6,
this will be illustrated, but to gain insights into the importance of the evanescent

14

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2019.259


field, w e s hall d iscuss b elow t he v ariations o f t he e ffective p arameters e ntering i n the 

model at the first a nd s econd o rders f or s imple l ayered structure.

5.1. The effective water depth hx

To begin with, it is shown in § B.1 that hx 6 〈h−1〉−1 6 〈h〉 = hy; this means that the
two-step homogenization procedure starting with the use of the shallow water equation
overestimates the actual wavelength; this will be illustrated in § 6. Next, the effective
depth hx depends on the geometry of the unit cell, see figure 4, and as such it depends
on the spacing ℓ which is unusual in effective medium theories; this is a specificity in
the context of water waves which do not appear in acoustics and in electromagnetism
at leading order. In general, hx has to be determined numerically which is not too
demanding. However, recalling that hx is related to a potential flow problem of a
perfect fluid flowing over the ridge with Neumann boundary condition at the free
surface, the following trends can be identified:

(i) When ℓ increases, hx tends to 〈h−1〉−1 since all the dimensions of the periodic
cell along zr decrease (see figure 4) and the shallow water approximation becomes
increasingly valid. Conversely, when ℓ decreases, hx tends to h− since the flow cannot
enter the dense region of the vertical array, which becomes similar to a flat bottom
at depth h− (and this remains true for any filling ξ ).

(ii) The limit ξ = 1 simply corresponds to a ridge of constant water depth h−, hence
hx = h−. The limit ξ → 0 is less trivial since it corresponds to vertical plates (layers of
vanishing thickness) for which hx0 = hx|ξ=0 is unknown. However, once h− 6 hx0 6 h+

has been determined, a reasonable approximation of hx for any ξ value is given by
the following form

hx = 1

ξ/h− + (1 − ξ)/hx0

. (5.1)

These trends are illustrated in figure 8, where we report hx against ξ for different
spacing ℓ along with its estimate in (5.1) (using the numerical value of hx0); in the
reported cases, the agreement is better than 5 %. We also report hx0 against ℓ for
which we did not find a satisfactory estimate.

5.2. The effective parameters (B, C)

The effective parameters (B, C) entering in the transmission conditions depend on
the geometry of the structuration of the ridge at its extremities. We begin with
the parameter C which has an explicit dependence on this geometry, and use the
parametrization xe ∈ (0, ℓ) shown in figure 8. For xe = 0 the ridge starts with a
vanishing thickness plate at depth h− and increasing xe produces a shift of the
structuration toward the left. From (4.29), it is easy to see that C varies following

Cℓ2 = (h+ − h−)















(1 − ξ)

(

xe − ξℓ

2

)

, xe ∈ (0, ξℓ),

ξ

(

−xe + (1 + ξ)ℓ

2

)

, xe ∈ (ξℓ, ℓ).
(5.2)

Unlike C, B requires the resolution of an elementary problem which is quite
involved. Indeed, the problem on Ψ in (4.17) is a problem of potential flow ending
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h+ = 0.5

h+ = 0.1

hx (hx0 - h-)/(h+ - h+)

≈ ¶

FIGURE 8. (Colour online) Typical variations of hx, (a) hx against ξ for different ℓ (h−= 0.05,
h+ = 1); blue plain lines show hx computed numerically and dotted red lines the estimate
in (5.1). Dashed grey lines show 〈h−1〉−1 and 〈h〉; (b) hx0 = hx|ξ=0 against ℓ (h− = 0.05).

on one side with a semi-infinite periodic medium, and this is much more demanding
numerically, see chapter 9 in Vinoles (2016). Fortunately, the evanescent field that we
want to capture is localized in the close vicinity of this ending layer; this means that,
in practice, only the ending layer (plus one or two additional layers) can be considered
in the numerical resolution and a constant depth can be considered afterwards. It turns
out that for the simple layered structure considered here, an accurate approximate
expression for B is provided which avoids any numerical resolution. To build such
an estimate, we make use of two ingredients, (i) the exact result B0 for ridges of
constant immersion depth hr provided by Tuck (1976) (in this case, it is easy to
see that Φ = 0 is a solution of (3.18) with (3.20); we also get from (3.26) that

Φ̃(xr, zr) = Φ̂(xr, zr) = −zr(zr + 2hc)/2; this is expected since a constant bathymetry
does not produce rapid variations of the field. Also expected is the fact that, from
(3.17), ϕ1(r) does not depend on (xr, zr) as we have obtained in § 3.1, and from
(3.22), hx = hy = hr. The transmission conditions at first order are unchanged and at
second order simply follow from the problem set in (4.17), with Φ = 0, and C = 0
in agreement with Tuck (1976))

B0(µ)=
1

π

(

µ2 + 1

µ
log

µ+ 1

|µ− 1| − 2 log
4µ

|µ2 − 1|

)

, (5.3)

where µ = h/hr, (ii) explicit lower bounds for B, see § B.2. Playing with these two
ingredients, an estimate of B is found of the form

B ≃



































(

xe − ξℓ

2

)(

1

h− − 1

hx

)

+B0

(

h

h−

)

, xe ∈ (0, ξℓ),

(xe − ξℓ)

(

1

h+ − 1

hx

)

+ ξℓ

2

(

1

h− − 1

hx

)

+ B̂0 +
(

B0

(

h

h−

)

− B̂0

)

e−((xe−ξℓ)/(h+−h−)), xe ∈ (ξℓ, ℓ),

(5.4)

with B̂0 =B0(h/h
+)+B0(h

+/h−). We have accounted for the fact that h+ and h− do
not play the same role. Indeed, a first layer at immersion depth h− blocks efficiently
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FIGURE 9. (Colour online) Variations of B and C against xe; we used h = 2, h− =
0.05, ξ = 0.1 ℓ = 2, and h+ = 0.06, 0.1 and 1. For B the plain lines show B

computed numerically and the dashed lines show the approximate expression in (5.4) (here
B0(h/h

−)= 2.10).

the flow which does not feel the following layers. On the contrary, when the first
layer is at immersion depth h+, the effect of the two first layers with decreasing depth
immersions have to be accounted for.

Typical variations of B and C against xe are shown in figure 9 (in the reported cases,
the accuracy of the estimate of B in (5.4) is better than 0.2 %). It is worth noting that
B is discontinuous at xe = 0, ℓ since the two situations are not identical; for xe = 0
the ridge starts on a vanishing thickness plate at immersion depth h− while for xe = ℓ
it starts with an entire layer at immersion depth h+. Also unusual is the fact that B

can be negative, while B0 > 0 for a ridge of constant height.

6. Validation of the homogenized model

In this section, we inspect the validity of the homogenized model in a simple
problem of the scattering of an incident plane wave at oblique incidence θ , in the
harmonic regime with e−iωt time dependence. To do so, the solution ϕnum(r, z) of
the actual three-dimensional problem, and the corresponding scattering coefficients
(Rnum, Tnum), are computed numerically using a multimodal method based on matched
eigenfunction expansions, see e.g. Maurel et al. (2017).

6.1. The scattering problem for an incident plane wave

In the homogenized problem, the potential ϕ(x, y) reads

ϕ(x, y)= eik sin θy







eikxx + Re−ikxx, x< 0,

aeiKxx + be−iKxx, 0< x< L,

Teikx(x−L), L< x,

(6.1)

where kx and Kx satisfy the dispersion relations, from (2.2), ω2 = gh(k2
x + k2

y) for x< 0

and x> L, and ω2 = g(hxK
2
x + hyk

2
y) for 0< x< L and in the present case ky = Ky =

k sin θ . It is worth noting that such dispersion relations miss the dispersion inherent to
water waves. When needed, and in order to inspect the influence of the transmission
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conditions only, we use the following relations

ω2 = gk tan(kh),

ω2 = g(K2
x hx + K2

y hy) tanh(X)/X, X ≡
√

K2
x h2

x + K2
y h2

y,

}

(6.2)

where the former is that valid for the flat bathymetry and the latter has been shown
to be valid over a layered bathymetry up to relatively high frequencies (Maurel et al.

2017). The expressions of (R, T, a, b) are given in appendix C, where the scattering
properties in the homogenized problem are discussed.

6.2. Comparison of the different models

To begin with, we come back to the illustration of figure 1. Figure 10 shows the
fields ϕ(x, y) and the profiles ϕ(x, 0) given by the different models. Panel (a)
shows the two-step homogenized model using hx = 〈h−1〉−1 = 0.345 (hy = 0.905) and
applying the continuities of the surface elevation and of the flux; the error in the
field |ϕ− ϕnum|/|ϕnum| and on the reflection coefficient |R − Rnum|/|Rnum| is larger than
100 % and by inspection of the profiles, the error is clearly attributable to an effective
wavelength largely overestimated (we have seen that hx < 〈h−1〉−1). In panel (b), the
homogenized model at first order corrects this drawback by considering the right
hx = 0.165 from (2.3) and applying the continuities of the surface elevation and of
the flux; although it is visible that the wavenumber over the ridge has been corrected,
the scattering properties of the ridge are still not correctly accounted for. The errors
remain high with an approximately 50 % discrepancy on the field and 80 % on the
reflection coefficient. Eventually in panel (c), the model at second order appears
to reproduce with a good accuracy the field and the scattering properties of the
ridge, with errors on the field and on R of approximately 10 %, which is satisfactory
at this relatively high frequency (ε = ω

√
h/g = 0.4, and decreasing the frequency

would produce lower errors). We used the effective parameters B = 2.356 computed
numerically (the estimate in (5.4) provides B = 2.358) and Cℓ2 = 0.043.

6.3. Influence of the ending layers

To illustrate further the influence of the transmission conditions, we shall now focus
on the geometry of the ending layers while keeping constant the other parameters.
To do so, we set the ridge structuration: h+ = 1, h− = 0.05, h = 2, ξ = 0.1, ℓ = 4
and a constant extent L = 36.4. It follows that in the models at the orders 1 and 2,
hx = 0.268 and hy = 0.905 are fixed. Next, the ridge occupies the region x ∈ (0, L) and
the form of the first layer is parametrized by xe ∈ (0, ℓ) defined in figure 9. Using
e = ξℓ as reference length, figure 11 shows the scattering properties of ridges for
xe ≃ 0, e and 2.5e. Specifically, we report (i) the variations of Rnum against θ (plain
blue lines) and the corresponding variations of R given by the models at the first
(dashed grey lines) and at the second orders (black dashed lines), (ii) the wavefields
ϕnum(x, y,0) and ϕ(x, y) from the model at the second order. The results are given for a
frequency ω

√
h/g = 0.07. It is visible that the model at order 2 reproduces accurately

the significant variations in the scattering properties of the ridges. These variations
are not predicted by the model at first order which see erroneously the same effective
structure.

Eventually, figure 12 offers a continuous version of these variations by reporting
|Rnum| in colour scale against θ and xe/e. The model at second order is accurate
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FIGURE 10. (Colour online) Accuracy of the different models; (a) to (c) report ϕ(x, y) to
be compared with ϕnum(x, y, 0) in figure 1(a) and the profile ϕ(x, 0) (dashed line) along
with ϕnum(x, 0, 0) (plain blue line). (a) Two-step shallow water model, with hx = 〈h−1〉−1

and JϕK = JDK = 0. (b) First-order model, with hx corrected, equation (2.3), and JϕK =
JDK = 0). (c) Second-order model, with hx corrected and JϕK, JDK from (2.5).

with an overall error of approximately 1 %. The corresponding variations of (B, C)
denoted (Be, Ce) at the entrance and (Bo, Co) at the exit are reported and allow us to
interpret the observed variations. For xe ∈ (0, e) the parameters vary rapidly, resulting
in rapid variations of the scattering properties. Due to the symmetry of the ridge,
xe ∈ (e, 2e) exchanges the role of the entrance and exit, hence Rnum follows the reverse
course. For xe = 2e = 0.8, Bo experiences a jump corresponding to the disappearance
of a layer at immersion depth h−. Eventually, for xe > 2e, the end boundaries of
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FIGURE 11. (Colour online) Influence of the layers terminating a ridge of extent L = 36.4
(h+ = 1, h− = 0.05, h = 2, ξ = 0.1 and ℓ = 4). The three panels correspond to different
layer arrangements at the entrance (see inset, with xe defined in figure 9). (a) Reflection
coefficient against θ , Rnum from direct numerics (blue plain lines) and R from the model
at order 1 (dashed grey lines) and from the model at order 2 (dashed black lines).
(b) Corresponding fields at incidence θ = 40◦; for comparison, ϕnum is shown for y > 0
and ϕ from the model at second order for y< 0. The frequency is ω

√
h/g = 0.07.

the ridge are formed by a layer at immersion depth h+ which produces Bo ≃ −Be

and Co ≃ −Ce. Inspecting R in (C 6) shows that this produces the cancellation of the
dominant corrections in B(kh), C(kh); thus, although each extremity of the ridge is
the place of significant transition effects, their collective effect tends to cancel. As a
consequence, the scattering properties for xe> 2e are correctly described by the model
at first order.

7. Concluding remarks

In this work, we study the problem of the scattering of water waves by a structured
ridge of finite extent. Our work focuses on non-intuitive effective transmission
conditions which complement the effective two-dimensional wave equation derived in
Rosales & Papanicolaou (1983) and recently validated experimentally in Maurel et al.
(2017). Although such transmission conditions have been derived for trenches and
ridges with constant immersion depth, they have not been considered for periodically
structured devices as envisaged recently by the community of metamaterials. In the
present study, we restricted ourselves to structurations with symmetries which produce
substantial simplifications in the derivation of the effective model conducted at second
order with respect to a small parameter which is a measure of the shallowness
regime and of the subwavelength character of the structuration. While extension of
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FIGURE 12. (Colour online) (a) Variations of Rnum and R in the model at first and second
orders against xe and θ in colour scale. (b) Corresponding variations of the parameters
(B, C) against xe (index e refers to the ridge entrance at o to the ridge exit).

the present work is straightforward for non-symmetric structurations, the complexity

of the resulting model would be quite cumbersome since it would involve much

more effective parameters both in the effective wave equation and in the transmission

conditions. In our opinion, more promising extensions concern the homogenization of

floating or partially submerged structured devices which have practical applications

beyond the shallow water regime; as such, metamaterial devices in the deep ocean can

be sought. Also of interest is to include more realistic effects, such as the viscosity

of the fluid and the nonlinearities of the waves, or coupling effects accounting for

the possible elasticity of the devices.

Appendix A. Useful relations

In this section, we define Ωx the subdomain of Ω restricted to (0, xr) along the

horizontal direction (and xr ∈ (−1/2, 1/2)).

A.1. Property on Φ

We have defined h∗
x in (3.22) and in (4.13), with Φ satisfying (3.18). Integrating

∇2
r (Φ+ xr)= 0 over Ωx and accounting for the boundary conditions ∂zr

Φ= 0 at zr = 0

and ∇r(Φ + xr) · n|Γ = 0, we easily get that

∫ 0

−h∗(xr)

(

∂Φ

∂xr

(xr, zr)+ 1

)

dzr =
∫ 0

−h∗(0)

(

∂Φ

∂xr

(0, zr)+ 1

)

dzr, (A 1)

hence it is independent of xr ∈ (−1/2, 1/2). It immediately follows that

∫ 0

−h∗(xr)

(

∂Φ

∂xr

(xr, zr)+ 1

)

dzr = h∗
x . (A 2)
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A.2. Property on g̃(xr)

Making use of div(Φex) = ∂xr
Φ, we write for Φ̃ satisfying (3.26) that div(∇rΦ̃ −

Φex)= ∂xr
Φ + 1, which we integrate over Ωx. We get

∫

Ωx

(

∂Φ

∂xr

+ 1

)

=
∫

∂Ωx

(∇rΦ̃ −Φex) · n, (A 3)

where the second equality is obtained using Green’s theorem. It is now sufficient to

account for the boundary condition ∂zr
Φ̃|zr=0 = hx and ∇rΦ̃ · n|Γ = Φ ex · n|Γ to get

that

∫

∂Ωx

(∇rΦ̃ −Φex) · n = h∗
x xr + g̃(xr)− g̃(0), (A 4)

where

g̃(xr)≡
∫ 0

−h∗(xr)

(

∂Φ̃

∂xr

(xr, zr)−Φ(xr, zr)

)

dzr. (A 5)

Making now use of (A 2) in (A 3) leaves us with g̃(xr)= g̃(0) being independent of xr.

In the case of symmetric sea bed shape, ∂xr
Φ̃ and Φ are odd with respect to xr, hence

g̃(0)= 0 = g̃(xr).

It is worth noting that extending Φ̃ and Φ in the whole space would produce the

same result as long as the origin, say 0m, corresponds to a zero of Φ (hence a zero

of ∂xr
Φ̃).

A.3. Property on ĝ(xr)

Again, we use that Φ̂ satisfies (3.26), and integrating ∇2
r Φ̂= 1 over Ωx leaves us with

∫ xr

0

h∗(x′) dx′ =
∫

∂Ωx

∇rΦ̂ · n. (A 6)

The boundary conditions ∂zΦ̂|zr=0 = 〈h∗〉 and ∇rΦ̂ · n|Γ = 0 are used to get that

∫

∂Ωx

∇rΦ̂ · n = 〈h∗〉 xr + ĝ(xr)− ĝ(0), (A 7)

where

ĝ(xr)=
∫ 0

−h∗(xr)

∂Φ̂

∂xr

(xr, zr) dzr. (A 8)

Eventually, for symmetric sea bed shape, ĝ(0)= 0 which provides

ĝ(xr)=
∫ xr

0

(h∗(x′)− 〈h∗〉) dx′. (A 9)
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Appendix B. Some bounds of the effective parameters

B.1. Upper bound of hx

We shall use a principle of energy minimization to show that hx 6 〈h−1〉−1 6 〈h〉. To
avoid heavy notation, we use in this section ℓ= 1. From (3.18), we have that for any

field Φ̃

0 =
∫

Ω

Φ̃1Φ = −
∫

Ω

∇Φ̃ · ∇Φ −
∫

Ω

∂xr
Φ̃. (B 1)

The Dirichlet principle tells us that for any admissible Φ̃ being continuous and square
integrable, we have

E(Φ)= 1

2
(hx − 〈h〉)6 E(Φ̃), with E(Φ̃)=

∫

Ω

( 1

2
|∇Φ̃|2 + ∂xr

Φ̃), (B 2)

where E(Φ) has been obtained using that |∇Φ|2 = 〈h〉 − hx, from (B 1) (with Φ̃ =Φ).

If one chooses Φ̃ = 0, we get that hx 6 〈h〉 but we want more. Hence we choose

Φ̃(xr, zr) = f (xr) with f (xr) an odd function of xr ∈ (−1/2, 1/2) with f (xr) = axr/ξ ,
for xr ∈ (0, ξ/2) and f (xr)= a(xr − 1/2)/(ξ − 1), for xr ∈ (ξ/2, 1/2), and at this stage
a is a free parameter. It follows that

E(Φ̃)= a2

2

(

h−

ξ
+ h+

1 − ξ

)

− a(h+ − h−), (B 3)

which is minimum for a = (h+ − h−)/(h−/ξ + h+/(1 − ξ)), resulting in

E(Φ̃)= −1

2

(h+ − h−)2

h−

ξ
+ h+

1 − ξ

. (B 4)

It follows from (B 2) that

hx 6 〈h〉 − (h+ − h−)2

h−

ξ
+ h+

1 − ξ

= 〈h−1〉−1, (B 5)

from which

hx 6 〈h−1〉−1
6 〈h〉, (B 6)

which shows that the actual effective water depth hx is smaller than the arithmetic and
geometric averages predicted within the shallow water approximation.

B.2. Lower bound of B

To get a simple lower bound for B, it is sufficient to use the so-called Dirichlet
principle, which allows us to set the problem (4.17) as a problem of energy
minimization. To do so, we start by defining

Ψs(x
′
r, zr)=Ψ (x′

r, zr)−
x′

r

h
, x′

r < 0,

Ψs(x
′
r, zr)=Ψ (x′

r, zr)−
Φ(xr, zr)+ x′

r

hx

, x′
r > 0,















(B 7)
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hence ∇Ψs is square integrable, with JΨsK = −Φ|x′
r=0/hx and Ψs(+∞, zr) −

Ψs(−∞, zr) = B. Now, it is straightforward to get that Ψs satisfies the following

problem

E(Ψs)6 E(Ψ ∗), (B 8a)

E(Ψ ∗)=
∫

Ω

1

2
|∇Ψ ∗|2 + 1

h

∫

Ω−

∂Ψ ∗

∂xr

+ 1

hx

∫

Ω+

(

∂Ψ ∗

∂xr

+ ∇Ψ ∗
· ∇Φ

)

−B
∗, (B 8b)

where B∗ = Ψ ∗(+∞, zr) − Ψ ∗(−∞, zr), and where the Ψ ∗ is any admissible field,

specifically whose gradient is square integrable and which satisfies JΨ ∗K=−Φ|x′
r=0/hx.

To establish the lower bound for B, it remains to derive E(Ψs) and to choose an

admissible field Ψ ∗. The energy associated with Ψs reads as

E(Ψs)=
1

2h2
x

∫ δ

0

dx′
r

∫

dzr

(

|∇Φ|2 + ∂Φ

∂xr

)

− B

2
. (B 9)

(i) For a starting layer with water depth h−, we focus on the first layer only. We

choose

Ψ ∗(xr, zr)=











0, xr < 0,

a
xr

δ
− Φ(xr, zr)

hx

, 0< xr < δ,

a, δ < xr,

(B 10)

and at this stage a is a free parameter. Remember that, by definition of δ, Φ(δ, zr)= 0,

which ensures that Ψ ∗ is continuous everywhere except at xr = 0. Inserting this form

of Ψ ∗, and accounting for (A 2), we obtain

E(Ψ ∗)= h−

2δ
a2 +

(

h−

hx

− 1

)(

a + δ

hx

)

− 1

2h2
x

∫ δ

0

dx′
r

∫

dzr |∇Φ|2, (B 11)

while

E(Ψs)=
δ

2hx

(

h−

hx

− 1

)

− B

2
− 1

2h2
x

∫ δ

0

dx′
r

∫

dzr |∇Φ|2. (B 12)

It follows that the principle of energy minimization reduces to

B>−h−

δ
a2 − 2

(

h−

hx

− 1

)

a −
(

h−

hx

− 1

)

δ

hx

, (B 13)

for any a, and the maximum with respect to a of the right-hand side term is reached

for a = (1/hx − 1/h−)δ, leading to

B> δ

(

1

h− − 1

hx

)

, (B 14)

which is used in (5.4), with δ = xe − ξℓ/2.
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(ii) When the first layer is associated with water depth h+, we want to account for

the two first layers; hence we set δ = δ̂ + ξℓ/2, and we choose

Ψ ∗(xr, zr)=































0, xr < 0,

b
xr

δ̂
− Φ(xr, zr)

hx

, 0< xr < δ̂,

(a − b)
xr − δ̂

ξℓ/2
+ b − Φ(xr, zr)

hx

, δ̂ < xr < δ,

a, xr > δ,

(B 15)

with (a, b) free parameters. It is easy to see that the problem can be set as a
combination of two problems of minimization on a and b independently, resulting in

B> δ̂

(

1

h+ − 1

hx

)

+ ξℓ

2

(

1

h− − 1

hx

)

, (B 16)

which is used in (5.4), with δ̂ = xe − ξℓ.

Appendix C. Scattering properties

Here, we solve the full scattering problem for incident right-going and left-going
waves of amplitudes (ϕinc,−, ϕinc,+). The solution reads as

ϕ(x, y)= eik sin θy







ϕinc,+eikxx + ϕ−e−ikxx, x< 0,

aeiKxx + be−iKxx, 0< x< L,

ϕ+eikx(x−L) + ϕinc,−e−ikx(x−L), L< x.

(C 1)

Applying the jump conditions at x = 0 and x = L leaves us with the relations involving
the local scattering coefficients (t±e,o, r±

e,o) of the form

(

a

ϕ−

)

=
(

t+e r−
e

r+
e t−e

)(

ϕinc,+

b

)

,

(

ϕ+

be−iKxL

)

=
(

t+o r−
o

r+
o t−o

)(

aeiKxL

ϕinc,−

)

, (C 2a,b)

where

t+e = yez
∗
e + y∗

eze

De

, r−
e = y∗

eZe − Yez
∗
e

De

, r+
e = Y∗

e ze − yeZ
∗
e

De

, t−e = YeZ
∗
e + Y∗

e Ze

De

,

t+o = YoZ∗
o + Y∗

o Zo

Do

, r−
o = Y∗

o zo − yoZ∗
o

Do

, r+
o = y∗

oZo − Yoz∗
o

Do

, t−o = yoz∗
o + y∗

ozo

Do

,















(C 3)

and where we have defined

ye,o = 1 + iBe,o

2
kxh, Ye,o = 1 + iBe,o

2
Kxhx,

ze,o = kxh + iCe,o

2
(kℓ sin θ)2, Ze,o = Kxhx + iCe,o

2
(kℓ sin θ)2,















(C 4)

and De,o = y∗
e,oZ∗

e,o + z∗
e,oY∗

e,o. The scattering matrix S defined by

(

ϕ−

ϕ+

)

= S

(

ϕinc,+

ϕinc,−

)

, S =
(

R+ T

T R−

)

, (C 5a,b)
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FIGURE 13. Convergence of the models at orders 1 and 2 by means of |Rnum − R| against
ε= kℓ at various incidences (and N = 10).

allows us to express the scattering coefficients

R+ = r+
e − r+

o (r
+
e r−

e − t+e t−e )e
2iKxL

1 − r+
o r−

e e2iKxL
, R− = r−

o − r−
e (r

+
o r−

o − t+o t−o )e
2iKxL

1 − r+
o r−

e e2iKxL
,

T = t−o t−e eiKxL

1 − r+
o r−

e e2iKxL
,















(C 6)

which satisfy the properties of reciprocity and energy conservationS = t
S, and SS

∗ = I ,
whence TR+∗ + T∗R− = 0 and |R−,+|2 + |T|2 = 1.

Appendix D. Convergence of the models

From the analysis conducted in this paper, we expect a convergence of the model
in ε2, with ε = kℓ and k = ω

√
h/g the incident wavenumber. Setting B = C = 0

produces the continuities of the field and its normal flux obtained at the dominant
order; this leading-order model has a convergence in ε. These convergences are
confirmed, see figure 13, by means of the variations of the errors |Rnum − R| against
kℓ, for different incidences.

REFERENCES

BERRAQUERO, C., MAUREL, A., PETITJEANS, P. & PAGNEUX, V. 2013 Experimental realization of

a water-wave metamaterial shifter. Phys. Rev. E 88 (5), 051002.

BOBINSKI, T., EDDI, A., PETITJEANS, P., MAUREL, A. & PAGNEUX, V. 2015 Experimental

demonstration of epsilon-near-zero water waves focusing. Appl. Phys. Lett. 107 (1), 014101.

CAKONI, F., GUZINA, B. & MOSKOW, S. 2016 On the homogenization of a scalar scattering problem

for highly oscillating anisotropic media. SIAM J. Math. Anal. 48 (4), 2532–2560.

CHEN, H., YANG, J., ZI, J. & CHAN, C. T. 2009 Transformation media for linear liquid surface

waves. Europhys. Lett. 85 (2), 24004.

DUPONT, G., GUENNEAU, S., KIMMOUN, O., MOLIN, B. & ENOCH, S. 2016 Cloaking a vertical

cylinder via homogenization in the mild-slope equation. J. Fluid Mech. 796, R1.

DUPONT, G., KIMMOUN, O., MOLIN, B., GUENNEAU, S. & ENOCH, S. 2015 Numerical and

experimental study of an invisibility carpet in a water channel. Phys. Rev. E 91 (2), 023010.

26

https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2019.259


FARHAT, M., ENOCH, S., GUENNEAU, S. & MOVCHAN, A. B. 2008 Broadband cylindrical acoustic

cloak for linear surface waves in a fluid. Phys. Rev. Lett. 101 (13), 134501.

GUO, X., WANG, B., MEI, C. C. & LIU, H. 2017 Scattering of periodic surface waves by pile-group

supported platform. Ocean Engng 146, 46–58.

HU, X. & CHAN, C. T. 2005 Refraction of water waves by periodic cylinder arrays. Phys. Rev. Lett.

95 (15), 154501.

LAMB, H. 1932 Hydrodynamics. Cambridge University Press.

MARIGO, J.-J. & MAUREL, A. 2017 Second order homogenization of subwavelength stratified media

including finite size effect. SIAM J. Appl. Maths 77 (2), 721–743.

MAUREL, A. & MARIGO, J.-J. 2018 Sensitivity of a dielectric layered structure on a scale below

the periodicity: a fully local homogenized model. Phys. Rev. B 98 (2), 024306.

MAUREL, A., MARIGO, J.-J., COBELLI, P., PETITJEANS, P. & PAGNEUX, V. 2017 Revisiting the

anisotropy of metamaterials for water waves. Phys. Rev. B 96 (13), 134310.

MEI, C. C., CHAN, I.-C., LIU, P., HUANG, Z. & ZHANG, W. 2011 Long waves through emergent

coastal vegetation. J. Fluid Mech. 687, 461–491.

NEWMAN, J. N. 2014 Cloaking a circular cylinder in water waves. Eur. J. Mech. (B/Fluids) 47,

145–150.

PORTER, R. 2017 Cloaking in water waves. In Handbook of Metamaterials Properties, vol. 2. World

Scientific Publishing Company.

PORTER, R. 2019 An extended linear shallow water equation. J. Fluid Mech. (submitted)

https://people.maths.bris.ac.uk/∼marp/abstracts/jfmcswe.pdf.

PORTER, R. & NEWMAN, J. N. 2014 Cloaking of a vertical cylinder in waves using variable

bathymetry. J. Fluid Mech. 750, 124–143.

ROSALES, R. R. & PAPANICOLAOU, G. C. 1983 Gravity waves in a channel with a rough bottom.

Stud. Appl. Maths 68 (2), 89–102.

SHEINFUX, H. H., KAMINER, I., PLOTNIK, Y., BARTAL, G. & SEGEV, M. 2014 Subwavelength

multilayer dielectrics: ultrasensitive transmission and breakdown of effective-medium theory.

Phys. Rev. Lett. 113 (24), 243901.

TUCK, E. O. 1976 Some classical water-wave problems in variable depth. In Waves on Water of

Variable Depth, Lecture Notes in Physics, vol. 64, pp. 9–20. Springer.

VINOLES, V. 2016 Problèmes d’interface en présence de métamatériaux: modélisation, analyse et

simulations. PhD thesis, Université Paris-Saclay.

WANG, B., GUO, X. & MEI, C. C. 2015 Surface water waves over a shallow canopy. J. Fluid Mech.

768, 572–599.

XU, J., JIANG, X., FANG, N., GEORGET, E., ABDEDDAIM, R., GEFFRIN, J.-M., FARHAT, M.,

SABOUROUX, P., ENOCH, S. & GUENNEAU, S. 2015 Molding acoustic, electromagnetic and

water waves with a single cloak. Sci. Rep. 5, 10678.

ZAREEI, A. & ALAM, M.-R. 2015 Cloaking in shallow-water waves via nonlinear medium

transformation. J. Fluid Mech. 778, 273–287.

ZHANG, C., CHAN, C.-T. & HU, X. 2014 Broadband focusing and collimation of water waves by

zero refractive index. Sci. Rep. 4, 6979.

27

https://people.maths.bris.ac.uk/~marp/abstracts/jfmcswe.pdf
https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2019.259

	Scattering of gravity waves by a periodically structured ridge of finite extent
	Introduction
	The actual and the effective problems
	Propagation in regions with constant depth and structured sea bed
	A warm up and useful result – propagation in a region of constant depth
	The first order
	Effective propagation in a region with structured sea bed
	First order
	Second order


	Derivation of the transmission conditions
	The first order
	The second order
	Final homogenized problem

	Discussion on the homogenized problems
	The effective water depth hx
	The effective parameters (B,C)

	Validation of the homogenized model
	The scattering problem for an incident plane wave
	Comparison of the different models
	Influence of the ending layers

	Concluding remarks
	Appendix A. Useful relations
	Property on Φ
	Property on g̃(xr)
	Property on g(xr)

	Appendix B. Some bounds of the effective parameters
	Upper bound of hx
	Lower bound of B

	Appendix C. Scattering properties
	Appendix D. Convergence of the models
	References


