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DETERMINISTIC OPTIMAL CONTROL PROBLEM ON RIEMANNIAN
MANIFOLDS UNDER PROBABILITY KNOWLEDGE OF THE INITIAL

CONDITION∗

FRÉDÉRIC JEAN† , OTHMANE JERHAOUI† , AND HASNAA ZIDANI‡

Abstract. In this article, we study a Mayer optimal control problem on the space of Borel probability measures
over a compact Riemannian manifold M . This is motivated by certain situations where a central planner of a deter-
ministic controlled system has only imperfect information on the initial state of the system. The lack of information
here is very specific. It is described by a Borel probability measure along which the initial state is distributed. We
define a new notion of viscosity in this space by taking test functions that are directionally differentiable and can
be written as a difference of two semiconvex functions. With this choice of test functions, we extend the notion of
viscosity to Hamilton-Jacobi-Bellman equations in Wasserstein spaces and we establish that the value function is the
unique viscosity solution of a Hamilton-Jacobi-Bellman equation in the Wasserstein space over M .

Key words. Optimal Control, Viscosity solutions, Hamilton Jacobi Bellman equation, Wasserstein spaces,
Multi-agent systems.
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1 Introduction. The study of optimal control problems and viscosity theory in Wasserstein
spaces has gained more and more momentum in the last decade, due to its potential real-world
applications in modeling multi-agent systems. The potential real-world applications include crowd
dynamics modeling [21], opinion formation process modeling [10], herd analysis [41], autonomous
multi-vehicle navigation [37] and modeling uncertainties on the initial state of a deterministic con-
trolled system [30, 15]. These problems look into the evolution of a large number of agents, con-
sidered to be indistinguishable from one another, subject to local and nonlocal interactions that
depend on the density of the distribution of all agents.

A suitable way to model these problems is through a macroscopic approach, where we consider
the collection of all agents that belong to a state space denoted X (typically the Euclidean space
or a Riemannian manifold), to be a density that evolves through time. If we assume further that
the total number of all agents remains constant at all time, then we can normalize the density and
assume that the total mass of the system is equal to 1 at all time. Therefore, the evolution of the
system, seen as a probability density in the space of Borel probability measures over X and denoted
P(X), is described by a curve t 7→ µt ∈ P(X), where µt is the probability density of the system
at time t ≥ 0. The conservation of the mass of the system at all time t ≥ 0 is described by the
continuity equation

(1.1) ∂tµt + div(wt(.)µt) = 0,

where wt(.) is a time dependent vector field and the equation is understood in the sense of distri-
butions.

In this paper, we propose to study a deterministic controlled system on a compact Riemannian
manifold M with imperfect information on the initial condition of the system, i.e. the controller
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only knows the initial condition through a Borel probability measure µ0 ∈ P(M), along which
the initial state is distributed. This could be regarded as multi-agent system where the nonlocal
interations between the agents are not considered. More precisely, Let T > 0 and consider the
following controlled equation

(1.2)
{
Ẏ (t) = f(Y (t), u(t)), t ∈ [t0, T ],
Y (t0) = x0, u(t) ∈ U,

where f : M ×U → TM is the dynamics, assumed to be Lipschitz with respect to the first variable
and continuous with respect to the second variable, x0 ∈ M and t0 ∈ [0, T ]. The set U is the
set of admissible control values which is assumed to be a compact subset of some metric space.
The control function u(.) ∈ U is a Borel measurable function u : [t0, T ] → U . To emphasize the
dependence of trajectories of the controlled system (1.2) on the control function u(.), the initial
time t0 and the initial position x0, we denote them by

t 7→ Y t0,x0,u
t .

The main feature of this problem is that the initial state x0 is not perfectly known, but rather
distributed along the probability measure µ0. The evolution curves of the initial uncertainty,
denoted t 7→ µt0,µ0,u

t , are obtained by the pushforward of µ0 with the flow at time t of the controlled
equation (1.2). Therefore, the curves are of the form{

µt0,µ0,u
t = Y t0,.,ut ]µ0, t ∈ [t0, T ], and x 7→ Y t0,x,ut is the flow of (1.2),
µt0,µ0,u
t0 = µ0.

Furthermore, notice that since f(., u(t)) is Lipschitz continuous and bounded, then it is a known
fact that the evolution trajectory t 7→ µt0,µ0,u

t , of the uncertainty µ0, is the unique solution to the
continuity equation {

∂tµ
t0,µ0,u
t + div(f(., u(t))µt0,µ0,u

t ) = 0, t ∈ [t0, T ],
µt0,µ0,u
t0 = µ0,

in the distributional sense [4, 11]. The controller aims at minimizing the following final cost:

L(µ) =
ˆ
`(y)dµ(y),

where ` : M → R is a Lipschitz function. An immediate consequence of this assumption is that the
function L : P(M) → R inherits the Lipschitz property from ` as well. The quantity L(µt0,µ0,u

T )
represents the expectation of the deterministic final cost with respect to the measure µt0,µ0,u

T . To
this optimal control problem, we associate the following value function

ϑ(t0, µ0) = inf
u(.)∈U

L(µt0,µ0,u
T ).

In the literature, A similar problem was studied by various authors in the space of Borel prob-
ability measures over the Euclidean space RN . In particular, it was addressed in [15] a differential
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game problem with uncertainties on the initial condition and in [30] a Mayer optimal control prob-
lem with uncertainties on the initial condition. We stress on the difference between the set of
trajectories t 7→ µt considered here and the set of trajectories considered in [30]. Indeed, in the
latter case, the set of the evolution curves t 7→ µt of the initial uncertainty appears to be larger.
The trajectories t 7→ µt are solutions to the following continuity equation{

∂tµt + div(wtµt) = 0, t ∈ [t0, T ],
µt0 = µ0,

where wt(.) is a vector field such that

wt(.) ∈ {f(., u) : u ∈ U},

which gives rise to trajectories t 7→ µt that may not be obtained by the pushforward of the initial
uncertainty µ0 by the flow at time t of the controlled equation (1.2). In this manuscript, we want
to study the evolution of the lack of information on the initial condition in (1.2), modeled by a
Borel probability measure µ0. Hence, we only consider trajectories t 7→ µt that are obtained by
the pushforward of the initial uncertainty µ0 with the flow at time t of the controlled equation
(1.2). Finally, we mention that more general controlled systems on the space of Borel probability
measures over the Euclidean space were studied in [26, 12, 7, 36], where the nonlocal interactions
between the agents are taken into account.

The first main goal of this paper is to study the properties and the regularity of the value
function. In particular, we show that the value function is Lipschitz continuous with respect to
both its variables and that it verifies the dynamic programming principle. The second main goal
of this paper is to characterize the value function as a unique viscosity solution to a Hamilton-
Jacobi-Bellman equation (HJB in short) defined on the Wasserstein space P(M). Ideally, the HJB
equation should have the following form:

(1.3)
{
∂tv +H(µ,Dµv) = 0, (t, µ) ∈ [0, T )× P(M),
v(T, µ) = L(µ).

The Hamiltonian H and the derivative with respect to the measure variable Dµv are to be defined
in a suitable way. Furthermore, we want to define a viscosity notion for time-dependent Hamilton
Jacobi equations in P(M) so that the we can prove a comparison principle that holds for any
bounded upper semicontinuous subsolution and any bounded lower semicontinuous supersolution.
To give a precise definition of all these notions in P(M), we will rely on the pseudo-Riemannian
structure of P(M), presented in Section 3.

Concerning viscosity theory in Wasserstein spaces, several notions have been introduced in the
literature to study first order Hamilton Jacobi equations in the Wasserstein space over the Euclidean
space P2(RN ). One approach relies on introducing a generalization of sub/super differentials to
the space P2(RN ) [30, 26, 15]. Another approach is to define the notion of viscosity, in an extrinsic
way, by “lifting” the Hamilton Jacobi equation to a Hilbert space, then use the viscosity theory in
Banach spaces, developed in [19, 20]. All these approaches only give a comparison princple that
holds only for any uniformly continuous subsolution and any uniformly continuous supersolution. In
this paper, we use a differrent approach. We aim at transposing the viscosity theory techniques that
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are used in the classical theory ([17]) to the space of Borel probability measures P(M). In particular,
we define a suitable notion of viscosity using a class of real-valued functions that admit directional
derivatives at all points µ ∈ P(M). We then prove a comparison principle that holds for any
bounded upper semicontinuous subsolution and any bounded lower semicontinuous supersolution.
Finally, we prove that the value function is the unique viscosity solution to the above HJB equation
by using the dynamic programming principle verified by the value function.

The paper is structured as follows. In Section 2, we formulate the Mayer problem in the space
of probability measures and we give the main properties of the value functions. In Section 3, we
recall some results of optimal transport theory and the geometry of P(M). In particular, we give a
characterization of the geodesics in P(M), we describe the pseudo-Riemannian structure of P(M)
and we give a definition of real-valued directionally differentiable functions in P(M). Section 4 is
devoted to the study of a suitable HJB equation that characterizes the value function. In particular,
we define the Hamiltonian we are going to work with, then we define a notion of viscosity using
the class of functions that are directionally differentiable, we prove a comparison principle that
holds for any bounded upper semicontinuous subsolution and any bounded lower semicontinuous
supersolution and we prove that the value function is the viscosity of the HJB equation via the
dynamic programming principle.

2 Setting of the problem. Throughout this manuscript, (M, 〈., .〉) is a finite dimensional,
compact and connected Riemannian manifold without boundary. We denote by | . | the associated
norm on the tangent bundle TM , and by d(., .) its Riemannian distance on M . The metric space
(M,d), is a complete and compact space and its topology is equivalent to the topology of the
differentiable manifold M . The tangent bundle TM is itself a complete Riemannian manifold when
endowed with the Sasaki metric [38]. We denote by dTM (., .) its Riemannian distance on TM
associated to the Sasaki metric (see Appendix B).

We denote by P(M) the set of Borel probability measures over M and P2(M) the set of Borel
probability measures with bounded second moment

P2(M) := {µ ∈ P(M) :
ˆ
d2(x, x0)dµ(x) <∞, ∀x0 ∈M }.

Actually, since M is compact, we have P2(M) = P(M) but we will keep using the notation P2(M).
Recall that for any two topological spaces X and Z, any Borel probability measure µ on X and
any Borel function g : X → Z, the pushforward measure g]µ on Z is defined by

g]µ(A) = µ(g−1(A)) ∀A ⊂ Z, a Borel set,

or equivalently,
ˆ
h dg]µ =

ˆ
h ◦ g dµ, ∀h : Z → R, Borel measurable and bounded.

We define the Wasserstein distance dW (., .) over P2(M) by

dW (µ, ν) :=

√
inf
{ ˆ

d2(x, y)dγ(x, y)
}
,
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where the infimum is taken over all Borel probability measures of M ×M that have marginals µ
and ν, i.e.

γ ∈ P(M ×M) : γ(A×M) = µ(A) and γ(M ×B) = ν(B) ∀A,B, Borel sets of M.

Such Borel probability measures γ are called admissible plans of µ and ν and the set of such plans
is denoted Adm(µ, ν). It is well known that dW verifies all the axioms of a distance and that the
infinimum is always reached [3, Theorem 1.5]. The admissible plans where the minimum is achieved
are called optimal transport plans and the set of such plans is denoted Opt(µ, ν) ⊂ Adm(µ, ν).

Let T > 0 and U be a compact subset of a metric space. Consider the controlled sytem, defined
for T > t0 ≥ 0 and x0 ∈M , as

(2.1)
{
Ẏ (t) = f(Y (t), u(t)), for almost every t ∈ [t0, T ],
Y (t0) = x0, u(t) ∈ U,

where f : M × U → TM satisfies the following assumptions:

(H)
{
f : M × U → TM is continuous and Lipschitz continuous with respect to the state, i.e.

∃ k > 0 : dTM (f(x, u), f(y, u)) ≤ k d(x, y), ∀ u ∈ U, (x, y) ∈M ×M.

(Hco) : For all x ∈M , the set f(x, U) := {f(x, u) : u ∈ U} is convex. .
Remark 2.1. Hypotheses (H) and (Hco) are classical for optimal control problems (see [16, 8]

for a detailed study). Also, since M and U are compact, then the vector field f is bounded.
Furthermore, the Lipschitz assumption on f(., u) in Hypothesis (H) is equivalent to the following:
there exists k′ > 0 such that for all u ∈ U , x, y ∈M and every smooth curve α : [0, 1]→M joining
x and y, we have

|ταx,y(f(x, u))− f(y, u)|≤ k′ length(α),
with ταx,y is the parallel transport of f(x, u) along the curve α and length(α) is the Riemannian
length of the curve α (see [40, Lemma II.A.2.4]). We set

Lip(f) := max(k, k′).

We define the set of open-loop controls by

U := {u : [0, T ]→ U : u(.) is measurable}.

Under the assumption (H), classical results of ordinary differential equations hold. In particular,
for any control u(.) ∈ U and x0 ∈M , there exists a unique Lipschitz trajectory t 7→ Y t0,x0,u

t defined
on all [t0, T ] that is a solution to the controlled sytem (2.1). Moreover, we have the following
estimates.

Proposition 2.2. There exist C1, C2 > 0 positive constants such that for all x0, z0 ∈ M , for
all t0 ∈ [0, T ], and t 7→ Y t0,x0,u

t , t 7→ Y t0,z0,u
t be solutions of (2.1), it holds:

∀t ∈ [t0, T ], d(Y t0,x0,u
t , Y t0,z0,u

t ) ≤ C1 d(x0, z0),

d(Y t0,x0,u
t , x0) ≤ C2 |t− t0|, t ∈ [t0, T ].
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Proof. (Sketch). Since M is compact, then all the statements are local in nature. The global
result is obtained by compactness of M and of [t0, T ]. First, by using Nash embedding theorem,
M can be embedded isometrically into a Euclidean space (RN , ||.||), with N > 0 big enough. Let
x0 ∈ M and V be a small enough open neighborhood of x0. Then for z0 ∈ V we can apply the
usual theory in RN and get

||Y t0,x0,u
t − Y t0,z0,u

t || ≤ eLip(f)T ||x0 − z0||.

Then by using the fact that the Euclidean distance is equivalent to the Riemannian distance in
V , we get the result. The second assertion can be established with similar arguments, by taking t
small enough so that Y t0,x0,u

t ∈ V .
The control problem aims at minimizing the final cost

ˆ
`(Y t0,x0,u

T ) dµ0(x0),

over all trajectories that are solutions of the dynamics (2.1) with the initial condition at time t0 is
x0 ∈M , distributed along the measure µ0 ∈ P2(M). We consider the following assumption:

(H`) ` : M → R is Lipschitz continuous with constant Lip(`).

When µ0 is equal to the Dirac mass δx0 , the resulting system corresponds to the classical case
without uncertainties on the initial condition. This problem is thoroughly studied in the literature
(see for example [16, 5]). When µ0 is any probability measure of P2(M), it is better to see this
problem as an optimal control problem defined on the space of Borel probability measures P2(M).
First we rewrite the final cost the following way

ˆ
`(Y t0,x0,u

T ) dµ0(x0) =
ˆ
`(y) dY t0,.,uT ]µ0 (y),

and we minimize this cost over the set of trajectories t 7→ µt0,µ0,u
t of the space P2(M) that verify{

µt0,µ0,u
t = Y t0,.,ut ]µ0, t ∈ [t0, T ], and x 7→ Y t0,x,ut is the flow of (2.1),
µt0,µ0,u
t0 = µ0.

Hence if we set
∀µ ∈ P2(M), L(µ) =

ˆ
`(y)dµ(y),

then the final cost becomes
ˆ
`(y) dY t0,.,uT ]µ0 (y) = L(µt0,µ0,u

T ).

For any u(.) ∈ U , the map x 7→ f(x, u(t)) is Lipschitz continuous and bounded independently of
t. Hence, the curve t 7→ µt0,µ0,u

t is the unique continuous solution of the continuity equation (see
[4, 11]) {

∂tµ
t0,µ0,u
t + div(f(., u(t))µt0,µ0,u

t ) = 0, t ∈ [t0, T ],
µt0,µ0,u
t0 = µ0,
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in the sense of distributions, i.e.{´ T
t0

´
M

(∂tφ(t, x) + 〈∇xφ(t, x), f(x, u(t))〉)dµt0,µ0,u
t (x)dt = 0, ∀φ ∈ C∞c ([t0, T ]×M),

µt0,µ0,u
t0 = µ0,

where C∞c ([t0, T ] × M) is the class of smooth functions of [t0, T ] × M with compact support.
Therefore, the above optimal control problem can be rewritten as

(2.2)


infu(.)∈U L(µt0,µ0,u

T ),

such that
{
∂tµ

t0,µ0,u
t + div(f(., u(t))µt0,µ0,u

t ) = 0, t ∈ [t0, T ],
µt0,µ0,u
t0 = µ0,

and the infinimum is reached, since the set of trajectories of (2.1) is compact in the topology of
uniform convergence under Hypotheses (H) and (Hco) [5, Theorem 1, pp 60]. The associated
value function to the above optimal control problem is defined as

ϑ(t0, µ0) := inf
u(.)∈U

L(µt0,µ0,u
T ) = inf

u(.)∈U

ˆ
l(y) dµt0,µ0,u

T (y).

Under Hypotheses (H), (H`) and (Hco), we can already prove two properties of the value
function.

Theorem 2.3 (Dynamic programming principle). Let µ ∈ P2(M), t ∈ [0, T ] and h ∈ [t, T − t].
Assume (H), (H`) and (Hco). Then it holds

ϑ(t, µ) = inf
u(.)∈U

ϑ(t+ h, µt,µ,ut+h ).

Proof. Let u0(.) ∈ U be such that

ϑ(t, µ) =
ˆ
`(Y t,x,u0

T )dµ(x) =
ˆ
` dµt,µ,u0

T .

We have

ϑ(t, µ) =
ˆ
`(Y t,x,u0

T )dµ(x) =
ˆ
`(Y

t+h,Y t,x,u0
t+h ,u0

T )dµ(x)

=
ˆ
`(Y t+h,x,u0

T )d(Y t,.,u0
t+h ]µ)(x)

=
ˆ
`(Y t+h,x,u0

T )dµt,µ,u0
t+h (x)

≥ inf
u(.)∈U

ˆ
`(Y t+h,x,uT )dµt,µ,u0

t+h (x)

= inf
u(.)∈U

ˆ
` dµ

t+h,µt,µ,u0
t+h ,u

T

= ϑ(t+ h, µt,µ,u0
t+h ) ≥ inf

v(.)∈U
ϑ(t+ h, µt,µ,vt+h ).
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It remains to prove the other inequality. Let u : [t, T ]→ U and uopt : [t+ h, T ]→ U be such that
ˆ
` dµ

t+h,µt,µ,u
t+h ,uopt

T = ϑ(t+ h, µt,µ,ut+h )

Let u∗ : [0, T ]→ U be the control function defined By

u∗(s) =
{
u(s), if s ∈ [t, t+ h],
uopt(s), if s ∈ [t+ h, T ].

Thus we get

ϑ(t, µ) ≤
ˆ
` dµt,µ,u

∗

T =
ˆ
` dµ

t+h,µt,µ,u
t+h ,uopt

T

= ϑ(t+ h, µt,µ,ut+h ).

By taking the infinimum over u(.) ∈ U we get the result.
Proposition 2.4. Assume (H), (H`) and (Hco). Then, the value function ϑ is Lipschitz

continuous on [0, T ]× P2(M). In particular, ϑ is bounded.
Proof. Let t ∈ [0, T ], µ, σ ∈ P2(M). There exists a trajectory s 7→ Y t,x,us such that

ˆ
`(Y t,x,uT )dσ(x) = ϑ(t, σ).

Hence, we have
ϑ(t, µ)− ϑ(t, σ) ≤

ˆ
`(Y t,x,uT )dµ(x)−

ˆ
`(Y t,x,uT )dσ(x).

Let γ ∈ Opt(µ, σ). Then we get
ˆ
`(Y t,x,uT )dµ(x)−

ˆ
`(Y t,x,uT )dσ(x) =

ˆ (
`(Y t,x,uT )− `(Y t,y,uT )

)
dγ(x, y)

≤ Lip(`)C1

ˆ
d(x, y)dγ(x, y)

≤ Lip(`)C1

√ˆ
d2(x, y)dγ(x, y) = Lip(`)C1dW (µ, σ),

where C1 > 0 is defined in Proposition 2.2. Thus we get

ϑ(t, µ)− ϑ(t, σ) ≤ Lip(`)C1dW (µ, σ).

We can exchange the roles of σ and µ to get the exact same inequality. Therefore, we get the
Lipschitz continuity with respect to the state variable. To prove Lipschitz continuity with respect
to time, let t, s ∈ [0, T ]. We assume, without loss of generality, that 0 ≤ t < s ≤ T . By Theorem
2.3, there exists a trajectory r 7→ Y t,x,ur such that

ϑ(t, σ) = ϑ(s, Y t,.,us ]σ).
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We have

|ϑ(s, σ)− ϑ(t, σ)| =|ϑ(s, σ)− ϑ(s, Y t,.,us ]σ)|
≤ Lip(`)C1dW (σ, Y t,.,us ]σ)

≤ Lip(`)C1

√ˆ
d2(x, Y t,x,us )dσ(x)

≤ Lip(`)C1C2|t− s|,

where C1, C2 > 0 are defined in Proposition 2.2. Thus ϑ is Lipschitz continuous with respect to the
time variable, and the proof is completed.

In the classical theory of viscosity, the value function is the unique viscosity solution of the Hamilton
Jacobi Bellman equation [9]. The goal of the next two sections is to show that the value function,
in this setting, is also a viscosity solution to a Hamilton Jacobi Bellman equation of the form{

∂tv +H(µ,Dµv) = 0, (t, µ) ∈ [0, T )× P2(M),
v(T, µ) = L(µ).

In order to define the Hamiltonian and the notation Dµv rigorously, we will analyse the geometric
structure of Wasserstein spaces in the next section.

3 Wasserstein space over compact Riemannian Manifolds. The first subsection aims
to give some geometric and topological properties of the Wasserstein space and to give a char-
acterization of the geodesics in the Wasserstein space. In the second subsection we describe the
pseudo-Riemannian structure that the Wasserstein space enjoys. In particular, we shed some light
on where this structure behaves “nicely” and where it degenerates. Finally, in the last subsection
we give the definition of directionally differentiable functions in the Wasserstein space. All these
tools are going to be necessary to give a precise definition of the Hamiltonian and viscosity notion
for Hamilton Jacobi equations in P2(M).

3.1 Geometric and topological properties of Wasserstein space. The Wasserstein
space (P2(M), dW ) inherits many geometric and topological properties from the base space (M,d).
Indeed, since (M,d) is a Polish space (because it is a complete and separable metric space), then
(P2(M), dW ) is a Polish space. Also, since M is compact, then (P2(M), dW ) is also compact ([42,
Chapter 6]).
Next, we recall the definition of geodesic spaces. Let (X, dX) be a metric space. A curve α : [0, 1]→
X is called a minimizing constant speed geodesic if

dX(αt, αs) =|t− s|dX(α0, α1).

The metric space (X, dX) is said to be a geodesic space if any two points of X are connected by
at least one minimizing constant speed geodesic. In what follows, we intend by ‘geodesic’, a min-
imizing constant speed geodesic. Note that the metric spaces (M,d) and (TM, dTM ) are geodesic
spaces. Furthermore, the Wasserstein space (P2(M), dW ) inherits this property from (M,d) and is
also a geodesic space (see [4] or [42]).
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We denote by P(TM) the set of Borel probability measures over TM . We define the Wasserstein
space over (TM, dTM ) by

(3.1) P2(TM) = { η ∈ P(TM) :
ˆ
d2
TM

(
(x, v), (x0, v0)

)
dη(x, v) <∞, ∀ (x0, v0) ∈ TM }

endowed with its corresponding Wasserstein distance. It is sufficient that the condition
ˆ
d2
TM

(
(x, v), (x0, v0)

)
dη(x, v) <∞

in (3.1) to be verified for only one point (x0, v0) ∈ TM . Thus if we take (x0, 0x0) ∈ TM , then from
the definition of dTM (see Appendix B), this condition is equivalent to

ˆ
|v|2dη(x, v) <∞.

For µ ∈ P2(M), we denote by P2(TM)µ ⊂ P2(TM) the set of measures γ such that πM ]γ = µ,
where πM : TM → M is the canonical projection onto M . This set is equivalent to the set of
measures γ ∈ P(TM) such that

πM ]γ = µ, and
ˆ
|v|2dγ(x, v) <∞.

Let exp : TM → M be the exponential map of (M, 〈., .〉). The exponential expµ(γ) of a
measure γ ∈ P2(TM)µ is defined by

expµ(γ) := exp ]γ ∈ P2(M).

We define the map exp−1
µ : P2(M)→ P2(TM)µ by

exp−1
µ (ν) := { γ ∈ P2(TM)µ : expµ(γ) = ν and

ˆ
|v|2dγ(x, v) = (dW (µ, ν))2 },

or in other words, the set of measures γ ∈ P2(TM) such that (πM , exp)]γ is an optimal plan from
µ to ν and ˆ

|v|2dγ(x, v) = (dW (µ, ν))2.

We introduce the following notation

∆t(x, v) = (x, tv), ∀t ∈ R, (x, v) ∈ TM and t � γ = ∆t]γ, ∀t ∈ R, γ ∈ P2(TM).

Lemma 3.1. ([25, Theorem 1.11]) Let µ, ν ∈ P2(M). A curve (µt)t∈[0,1] ⊂ P2(M) is a geodesic
connecting µ to ν if and only if there exists a measure γ ∈ exp−1

µ (ν) such that

(3.2) µt := (exp ◦∆t)]γ = expµ(t � γ), ∀ t ∈ [0, 1].

The measure γ uniquely defines the geodesic (µt)t∈[0,1].
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Remark 3.2. The map exp−1
µ is not really an inverse map to expµ since only the measures

γ ∈ P2(TM)µ such that (πM , exp)]γ are optimal plans of µ and ν are considered in the definition
of exp−1

µ . While this might seem confusing, the map exp−1
µ is defined this way so that for all

γ ∈ exp−1
µ (ν), the curve t 7→ expµ(t � γ) is a geodesic connecting µ and ν.

From Lemma 3.1, we get the following result about geodesics emanating from any µ ∈ P2(M).
Proposition 3.3. ([25, Proposition 1.12]) Let µ ∈ P2(M) and let (µt)t be a geodesic emanating

from µ and defined in some interval [0, ε], with ε > 0. Then there exists a unique measure γ ∈
P2(TM)µ such that

µt = expµ(t � γ), t ∈ [0, ε].

To summarize, we have seen in this section that the Wasserstein space (P2(M), dW ) is a compact
geodesic space and each geodesic starting from µ ∈ P2(M) can be characterized by a measure
γ ∈ P2(TM)µ as shown in Proposition 3.3. We stress on the fact that not all the curves of the form

t 7→ expµ(t � γ), t ∈ [0, ε], γ ∈ P2(TM)µ

are geodesics but all the geodesics are of this form.

3.2 The space of gradient vector fields and the tangent cone in P2(M). The space
(P2(M), dW ) has a pseudo-Riemannian structure. This has been first pointed out by Otto in [33]
and was justified rigorously by Ambrosio-Gigli-Savaré in the case of Waserstein spaces over the
Euclidean space P2(RN ) [4, Chapter 8]. We give hereafter the construction in P2(M) following
[23]. Let L2(µ, TM) be the space of squared integrable vector fields with respect to µ ∈ P2(M),
i.e. vector fields w : M → TM such that

||w||2L2(µ,TM) :=
ˆ
M

〈w(x), w(x)〉dµ(x) < +∞.

The space of gradient vector fields at µ is the following Hilbert space:

SpGrµ(P2(M)) := {∇φ : φ ∈ C∞c (M)}
L2(µ,TM)

.

Here C∞c (M) is the space of smooth functions of M with compact support. We denote by

πµ : L2(µ, TM)→ SpGrµ(P2(M))

the orthogonal projection map onto the space of gradient vector fields. The space of gradient vector
fields is linked to the continuity equation in the following way. Let I ⊂ R be an open interval and
(µt)t∈I be a Lipschitz curve in P2(M). Then, following [23, Proposition 2.5], there exists a family
of vector fields w : I ×M → TM , (t, x) 7→ wt(x) ∈ TxM for almost all t ∈ I, such that

ˆ s

r

||wt||2L2(µt,TM) dt <∞, ∀r < s ∈ I

and the continuity equation

(3.3) d

dt
µt + div(wtµt) = 0,
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is satisfied in the distributional sense, i.e.ˆ
I

ˆ
M

(∂tφ(t, x) + 〈∇xφ(t, x), wt(x)〉)dµt(x)dt = 0, ∀φ ∈ C∞c (I ×M).

The family of vector fields w is not unique in general. Indeed, notice that if the family of vector
fields w defined above verifies the continuity equation (3.3) in the sense of distributions, then the
family of vector fields (t, x) 7→ πµt ◦wt(x) also verifies the continuity equation (3.3) in the sense of
distributions. However, it can be shown [23, Propositions 2.4 and 2.5] that (t, x) 7→ πµt ◦ wt(x) is
the unique vector field that verifies (3.3) with minimal L2(µt, TM) norm for almost all t ∈ I and

πµt ◦ wt(.) ∈ SpGrµt(P2(M)), for almost all t ∈ I.

One can think of πµt ◦ wt(.) as the velocity vector field at time t for the curve (µt)t∈I . The
construction of the space of gradient vector fields is analytical and it has the advantage to retain
the link between Lipschitz curves of P2(M) and the continuity equation (3.3). We will use this
point of view to justify the expression of the Hamiltonian associated to the optimal control problem
(2.2).

On the other hand, there is another point of view that also justifies rigorously the pseudo-
Riemannian structure of (P2(M), dW ) which consists in using tools of metric geometry. In short,
for sufficiently well-behaved metric spaces, one can define a tangent cone at every point of the space.
The tangent cone is the metric counterpart of the tangent space for Riemannian manifolds. For
(P2(M), dW ), it has been shown in [25, 32] that the notion of tangent cone is well-defined at every
point. We give hereafter the definition of the tangent cone in (P2(M), dW ) following [25]. First we
define the space of directions at a point. Let µ ∈ P2(M). The space of directions at µ is the set of
“initial velocities” of geodesics emanating from µ:

Dirµ :=
{
γ ∈ P2(TM)µ : t 7→ expµ(t � γ) is a geodesic defined in some interval [0, ε]

}
.

This definition is a direct consequence of Proposition 3.3. In this point of view, The measures γ
are seen as the “initial velocities” of the corresponding geodesics starting from µ in analogy with
Riemannian geometry. Next, we are going to define the tangent cone at µ. Following [25, Section
3], we define the following distance Wµ on Dirµ. For all γ, η ∈ Dirµ, the quantity

Wµ(γ, η) := lim
t↓0

dW

(
expµ(t � γ), expµ(t � η)

)
t

.

exists and defines a distance on Dirµ [25, Corollary 5.6].
Definition 3.4. (Tangent cone). Let µ ∈ P2(M). The tangent cone TµP2(M) is the following

set
(3.4)

TµP2(M) := Dirµ
Wµ =

{
γ ∈ P2(TM)µ : t 7→ expµ(t � γ) is a geodesic defined in some [0, ε]

}Wµ

with the closure taken with respect to the distance Wµ. By closure we intend the abstract completion
of Dirµ with respect to Wµ. One can see clearly the structure of a cone on TµP2(M) since we have

∀γ ∈ TµP2(M), ∀λ ∈ R+, λ � γ ∈ TµP2(M).
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The above definition of Wµ is necessary for the tangent cone to be well-defined for reasons we won’t
develop here. This construction is not specific to Wasserstein spaces. It is valid for a large class of
metric spaces. An important example of these spaces are geodesic spaces with one curvature bound
in the sense of Alexandrov [1]. In the case of Wasserstein spaces, the interested reader can check
[25, 32] for more details. The important idea to retain here is that the tangent cone is always defined
as the completion of the space of directions with respect to this distance. Next, we highlight the
connexion between the tangent cone and the space of gradient vector fields following [25, Section
6]. For any γ ∈ P2(TM)µ, We define its barycentric projection the following way

B : P2(TM)µ → L2(µ, TM) : B(γ)(x) =
ˆ
vdγx(v),

where {γx}x is the disintegration of γ with respect to the projection πM (see appendix A). The
barycentric projection is the right inverse to the pushforward map

∀g(.) ∈ L2(µ, TM), g]µ ∈ P2(TM)µ.

Furthermore, the barycentric projection is characterized by the following equality
ˆ
〈w(x), v〉dγ(x, v) =

ˆ
〈w(x),

ˆ
vdγx(v)〉 dπM ]γ(x)

=
ˆ
〈w(x),B(γ)(x)〉 dµ(x), ∀w ∈ L2(µ, TM).

(3.5)

Following [25, Corollary 6.4 and Proposition 6.3], the barycentric projection and the pushforward
map link the tangent cone with the space of gradient vector fields in the following way:

SpGrµ(P2(M)) = {g(.) ∈ L2(µ, TM) : g]µ ∈ TµP2(M)},
= {B(γ)(x) : γ ∈ TµP2(M)}.

(3.6)

Consequently, the space of gradient vector fields can be seen as a subset of the tangent cone since
we trivially get from (3.6)

∀µ ∈ P2(M), w(.) ∈ SpGrµ(P2(M))⇐⇒ w]µ ∈ TµP2(M) and w(.) ∈ L2(µ, TM).

More generally, given g(.) ∈ L2(µ, TM), the measure πµ ◦ g]µ belongs to the tangent cone, i.e.

πµ ◦ g]µ ∈ TµP2(M), since πµ ◦ g(.) ∈ SpGrµ(P2(M)).

A natural question that raises itself is when the tangent cone and the space of gradient vector fields
are equal. This question was answered by Gigli in [25]. It was shown that the two sets are equal
at some µ ∈ P2(M) if and only if µ is a “regular measure”, meaning that it gives zero measure to
any hypersurface of M which, locally, is the graph of the difference of two convex functions [25,
Corollary 6.6]. A regular measure µ is characterized by the following property: for any σ ∈ P2(M),
there exists a unique optimal transport plan between µ and σ and it is induced by a map, i.e.
there exists a Borel measurable map T : M →M such that (Id, T )]µ is the optimal transport plan
between µ and σ. This is a refinement of Brenier-McCann’s result [31] in which the same property
was proven to be true for the case where µ is absolutely continuous with respect to the Riemannian
volume form. Intuitively, it means that when µ is a regular measure, the Riemannian structure
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on P2(M) behaves nicely, since the tangent cone is equal to the space of gradient vector fields, so
it is a Hilbert space, in contrast with when µ is not a regular measure where the structure of the
tangent cone degenerates. This distinction is important for us because we want to build a robust
viscosity notion for first order Hamilton Jacobi equations that will allow us to treat them in all
P2(M). Therefore, we will use the tangent cone to define directionally differentiable functions since
the tangent cone encodes all the information about initial velocities of geodesics starting from µ.
We will then use directionally differentiable functions to define the viscosity notion.

3.3 Semiconvex/semiconcave/DC functions In P2(M), Real-valued Lipschitz semicon-
vex or semiconcave functions admit directional derivatives at every point. These functions are going
to serve us as test functions in the definition of viscosity notion. Moreover, the squared Wasserstein
distance function d2

W (., σ) (for some σ ∈ P2(M) fixed) is Lipschitz and semiconcave. An explicit
formula will be given for its directional derivatives at every point.

Let F : P2(M)→ R be a function and µ ∈ P2(M). We say that F has a directional derivative
at µ along a geodesic α : [0, ε]→ P2(M) emanating from µ, with ε > 0, if the limit

d

dt

∣∣∣
t=0

F (αt) = lim
t↓0

F (αt)− F (α0)
t

exists and is finite. A particular class of functions that admit directional derivatives are Lipschitz
functions that can be represented as a difference of semiconvex functions. We refer to them as
Lipschitz and DC functions. We define them hereafter.

Definition 3.5. Let F : P2(M)→ R be a function.
• We say that F is semiconcave if there exists λ ∈ R such that for every geodesic α : [0, 1]→
P2(M) the following inequality holds

F (αt) ≥ (1− t)F (α0) + tF (α1)− λ

2 t(1− t)d
2
W (α0, α1).

• Similarly, we say that F is semiconvex if and only if −F is semiconcave.
• Finally, we say that F is a DC function if it can be represented as a difference of two

semiconvex functions.
In particular, every semiconvex function is a DC function and every semiconcave function is also a
DC function.
Let µ ∈ P2(M) and F : P2(M) → R be a Lipschitz and semiconcave function. The directional
derivative of F at µ along a geodesic α emanating from µ

d

dt

∣∣∣
t=0

F (αt) = lim
t↓0

F (αt)− F (α0)
t

.

exists and is finite by [1, Proposition 6.14]. Furthermore, by Proposition 3.3, every geodesic α
emanating from µ is of the following form

αt = expµ(t � γ), for some γ ∈ Dirµ and t ∈ [0, ε].

So we define the differential function of F on Dirµ, denoted DµF (µ) by

∀γ ∈ Dirµ, DµF (µ)(γ) := lim
t↓0

F (expµ(t � γ))− F (µ)
t

.
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Moreover, following [1, Proposition 6.14] the differential function

γ 7→ DµF (µ)(γ)

is Lipschitz and positively homogeneous in (Dirµ,Wµ), with a Lipschitz constant inferior or equal
to the Lipschitz contstant of F . Consequently, we can extend the differential function DµF (µ)(.)
to be defined on the whole (TµP2(M),Wµ) by density.
Similarly, if F : P2(M)→ R is Lipschitz and semiconvex, then it is directionally differentiable and
its differential function is Lipschitz and positively homogeneous and is defined by

DµF (µ)(.) = −Dµ(−F )(µ)(.).

Finally, if F : P2(M)→ R is a Lipschitz and DC function then it is directionally differentiable and
its differential is Lipschitz and positively homogeneous.
For µ ∈ P2(M), we denote by Cµ(P2(M)) the class of Lipschitz and positively homogeneous func-
tions of TµP2(M) and we set

C(P2(M)) :=
⋃

µ∈P2(M)

{µ} × Cµ(P2(M)),

to be the metric cotangent bundle of P2(M). Next, we give an explicit expression of directional
derivatives of the squared Wasserstein distance. The next result shows that the squared Wasserstein
distance is a semiconcave function.

Proposition 3.6. ([25, Proposition 4.1]). Let σ ∈ P2(M) be fixed. Then the squared Wasser-
stein distance

P2(M) 3 ν 7→ d2
W (ν, σ)

is a Lipschitz and semiconvave function.
In particular, the squared Wasserstein distance function is directionally differentiable. In fact, a
much more general result holds: if F (.) = d2(., σ), then the limit

lim
t↓0

F (expµ(t � γ))− F (µ)
t

exists for all curves of the form

(3.7) t 7→ expµ(t � γ), for some γ ∈ P2(TM)µ and t ∈ [0, ε].

even though they are not geodesics. We will only give a weaker version of the expression of the
above limit, when

γ = g]µ, g(.) ∈ L2(µ, TM).
The general result can be found in [25, Theorem 4.2].

Proposition 3.7. (Derivative of the squared Wasserstein distance) Let µ, σ ∈ P2(M), and
g(.) ∈ L2(µ, TM). Let γ = g]µ ∈ P2(TM)µ. Let F : P2(M)→ R be the function

∀ν ∈ P2(M), F (ν) = d2
W (ν, σ).

Then it holds

(3.8) lim
t↓0

F (expµ(t � γ))− F (µ)
t

= −2 sup
ζ∈exp−1

µ (σ)

ˆ
〈g(x), v〉dζ(x, v).
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We stress on the fact that equality (3.8) holds for all curves of the form (3.7) even though they are not
geodesics. Next, we show the following result concerning the differential of the squared Wasserstein
distance, which is a consequence of Proposition 3.7 and the properties of the barycentric projection.

Theorem 3.8. Let µ, σ ∈ P2(M), and g(.) ∈ L2(µ, TM). Let γ = πµ ◦ g]µ ∈ TµP2(M). Let
F : P2(M)→ R be the function

∀ν ∈ P2(M), F (ν) = d2
W (ν, σ).

Then it holds

DµF (µ)(γ) = lim
t↓0

F (expµ(t � γ))− F (µ)
t

= −2 sup
ζ∈exp−1

µ (σ)

ˆ
〈πµ ◦ g(x), v〉dζ(x, v)

= −2 sup
ζ∈exp−1

µ (σ)

ˆ
〈g(x), v〉dζ(x, v).

Proof. First, we show that

DµF (µ)(γ) = lim
t↓0

F (expµ(t � γ))− F (µ)
t

.

Since γ ∈ TµP2(M) and DµF (µ)(.) is Lipschitz, then there exists a sequence of measures (γn)n ⊂
Dirµ such that Wµ(γn, γ)→ 0 and DµF (µ)(γn)→ DµF (µ)(γ) as n tends to infinity. We have

∣∣∣DµF (µ)(γ)− lim
t↓0

F (expµ(t � γ))− F (µ)
t

∣∣∣ =
∣∣∣ lim
n→∞

DµF (µ)(γn)− lim
t↓0

F (expµ(t � γ))− F (µ)
t

∣∣∣
=
∣∣∣ lim
n→∞

lim
t↓0

F (expµ(t � γn))− F (expµ(t � γ))
t

∣∣∣
≤ Lip(F ) lim

n→∞
lim
t↓0

dW

(
expµ(t � γn), expµ(t � γ)

)
t

= Lip(F ) lim
n→∞

Wµ(γn, γ) = 0,

where Lip(F ) is the Lipschitz constant of F . This implies the result. Furthermore, Proposition 3.7
gives us

lim
t↓0

F (expµ(t � γ))− F (µ)
t

= −2 sup
ζ∈exp−1

µ (σ)

ˆ
〈πµ ◦ g(x), v〉dζ(x, v).

It remains to prove the last equality. First, notice that from Lemma 3.1 we trivially get

exp−1
µ (σ) ⊂ TµP2(M).

Furthermore, we know from equality (3.6) that if ζ ∈ TµP2(M), then B(ζ) ∈ SpGrµ(P2(M)).
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Hence, from (3.5) and (3.6) we deduce that for any ζ ∈ exp−1
µ (σ) we have

ˆ
〈g(x), v〉dζ(x, v) =

ˆ
〈g(x),

ˆ
vdζx(v)〉dµ(x)

=
ˆ
〈g(x),B(ζ)(x)〉dµ(x)

=
ˆ
〈πµ ◦ g(x),B(ζ)(x)〉dµ(x)

=
ˆ
〈πµ ◦ g(x), v〉dζ(x, v),

which implies the last equality.

4 Time-dependent Hamilton Jacobi Bellman equation in P2(M). We have defined
all the elements we need to give a precise definition of the Hamiltonian and the viscosity notion.
In this section, we prove that the value function is the unique viscosity solution to a Hamilton
Jacobi Bellman equation. First, we give a justification for the Hamiltonian we are going to work
with, based on Otto’s point of view of the pseudo-Riemaniann structure of P2(M). We recall from
Section 2 that the value function ϑ is equal to

∀(t0, µ0) ∈ [0, T ]× P2(M), ϑ(t0, µ0) =


infu∈U L(µt0,µ0,u

T )

such that
{
∂tµ

t0,µ0,u
t + div(f(., u(t))µt0,µ0,u

t ) = 0,
µt0,µ0,u
t0 = µ0, t ∈ [t0, T ],

and the continuity equation{
∂tµ

t0,µ0,u
t + div(f(x, u(t))µt0,µ0,u

t ) = 0, t ∈ [t0, T ],
µt0,µ0,u
t0 = µ0,

is understood in the sense of distributions, i.e.{´ T
t0

´
M

(∂tφ(t, x) + 〈∇xφ(t, x), f(x, u(t))〉)dµt0,µ0,u
t (x)dt = 0, ∀φ ∈ C∞c ([t0, T ]×M),

µt0,µ0,u
t0 = µ0.

Moreover, by the discussion made at the beginning of Section 3.2, every trajectory t 7→ µt0,µ0,u
t is

also a solution to the continuity equation{
∂tµ

µ0,u
t + div(πµt ◦ f(x, u(t))µt0,µ0,u

t ) = 0, t ∈ [t0, T ],
µt0,µ0,u
t0 = µ0,

in the distributional sense. Hence, the quantity

πµt ◦ f(., u(t))]µt0,µ0,u
t ∈ Tµt0,µ0,u

t
P2(M)

can be seen as the velocity at time t of the trajectories t 7→ µt0,µ0,u
t . This heuristic argument

motivates us to consider the following Hamiltonian H : C(P2(M))→ R defined by

(4.1) ∀(µ, pµ) ∈ C(P2(M)), H(µ, pµ) = inf
u∈U

pµ

(
πµ ◦ f(., u)]µ

)
.
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The definition of the Hamiltonian here resembles the one we usually encounter when Hamilton
Jacobi equations are studied on a differentiable manifold. The only difference here is that since
(P2(M), dW ) is a metric space, the Hamiltonian is defined on the metric cotangent bundle. We
consider the following Hamilton Jacobi equation

(4.2)
{
∂tv +H(µ,Dµv) = 0, (t, µ) ∈ [0, T )× P2(M),
v(T, µ) = L(µ) =

´
`dµ.

We will take test functions that are twice continuously differentiable with respect to the time
variable and in the class of DC functions with respect to the measure variable in order to define
the notions of viscosity supersolution and viscosity subsolution.

Definition 4.1. (Test functions).
Let T EST 1 be the set defined as:

T EST 1 := {(t, µ) 7→ ψ(t) + a d2
W (µ, σ) : a ∈ R+, σ ∈ P2(M) and ψ(.) ∈ C2([0, T ],R)}.

We set

T EST 2 = −T EST 1 = {(t, µ) 7→ ψ(t)+a d2
W (µ, σ) : a ∈ R−, σ ∈ P2(M) and ψ(.) ∈ C2([0, T ],R)}.

Definition 4.2. (Viscosity solutions).
• We say that a function v : [0, T )× P2(M)→ R satisfies the inequality

∂tv +H(µ,Dµv) ≥ 0,

at (t, µ) ∈ [0, T ) × P2(M) in the viscosity sense if v is upper semicontinuous and for all
T EST 1 functions φ : [0, T ]×P2(M)→ R such that v − φ attains a maximum at (t, µ), we
have

∂tφ+H(µ,Dµφ) ≥ 0.

A function v satisfying ∂tv + H(µ,Dµv) ≥ 0 on [0, T ) × P2(M) in the viscosity sense is
called a viscosity subsolution of (4.2).
• Similarly, we say that a function v : [0, T )× P2(M)→ R satisfies the inequality

∂tv +H(µ,Dµv) ≤ 0,

at (t, µ) ∈ [0, T ) × P2(M) in the viscosity sense if v is lower semicontinuous and for all
T EST 2 functions φ : [0, T ]×P2(M)→ R such that v−φ attains a minimum at (t, µ), then

∂tφ+H(µ,Dµφ) ≤ 0.

A function v satisfying ∂tv + H(µ,Dµv) ≤ 0 on [0, T ) × P2(M) in the viscosity sense is
called a viscosity supersolution of (4.2).
• We say that a continuous function v : [0, T ] × P2(M) → R is a viscosity solution of (4.2)

if it is both a supersolution and a subsolution on [0, T )× P2(M) and verifies

v(T, µ) = L(µ).
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Discussion on the notion of viscosity. The notion of viscosity was introduced in [18] to
prove well-posedness of Hamilton Jacobi equations in the Euclidean space RN , where the test func-
tions used were continuously differentiable functions for both the supersolution and subsolution.
In this case, one can identify the differential of the test functions with its gradient and the Hamil-
tonian is assumed to be a continuous mapping from RN × RN to R. Shortly after, the notion was
extended to any Banach space, denoted V , which possesses the Radon-Nikodym property [19, 20].
The test functions used in this setting were Fréchet differentiable functions for both the supersolu-
tion and subsolution. The Fréchet differential belongs to the dual space of V , denoted V ∗, and the
Hamiltonian is assumed to be a continuous mapping from V × V ∗ to R. The notion of viscosity
can also be extended to Riemannian manifolds using continuously differentiable functions and the
Hamiltonian is assumed to be a continuous mapping from the cotangent bundle to R [6].
The common features between these definitions are that the state spaces considered in all these
examples possess a structure rich enough so that one can assume continuity of the Hamiltonian
with respect to both its variables in the topology of the product of the space and its dual space
in the case of Banach spaces or the topology of the cotangent bundle in the case of differentiable
manifolds. Furthermore, the Fréchet differentiability/continuous differentiability can be defined in
these spaces and Fréchet differentiable/continuously differentiable functions exist “in abundance”
in order to use them as test functions. In particular, the squared distance function of the state
spaces considered is always differentiable (at least locally). This function is particularly important
in viscosity theory because it is used to apply the variable doubling technique to obtain the com-
parison results that guarantee uniqueness of the viscosity solution. Furthermore, one can derive
existence of the solution from the comparison results using the so-called Perron’s method (see for
example [17, 9]).
In (P2(M), dW ) this approach seems to be less straightforward. On the one hand, (P2(M), dW ) is a
metric space that does not have any bundle structure that can be exploited to assume continuity of
the Hamiltonian on an interesting topology (indeed, the metric cotangent bundle defined in Section
3.3 can be endowed with the disjoint union distance which is not very useful). On the other hand,
the notion of Fréchet differentiability/continuous differentiability is not well-defined in this space,
due to the fact that the structure of the tangent cone at µ ∈ P2(M) degenerates when µ is not a
regular measure.
The most known approach to circumvent these difficulties in Wasserstein spaces is through the so-
called Lions differentiability [28]. The idea is the following: given a real-valued function of P2(M),
one considers its “lift” to the space of squared integrable random variables of a propability space
equipped with an atomless propability measure (for example, a closed ball of M equipped with the
normalized volume form). The lifted function depends on the random variables only through their
law in P2(M). One then defines Lions differentiable functions in P2(M) as the set of functions such
that their lift is Fréchet differentiable in the space of squared integrable random variables. This
approach was studied in detail in [24] for the space P2(RN ). However, the functions that verify
this notion of differentiability are not “abundent” in Wasserstein spaces. For example, the squared
Wasserestein distance is not differentiable according to this definition. In fact, it was shown in [2]
that the squared Wasserstein distance is differentiable according to this notion at some µ ∈ P2(RN )
if and only if µ is a regular measure. This result is not surprising since the pseudo-Riemannian
structure degenerates whenever µ is not regular. This presents a major issue for studying Hamilton
Jacobi equations in Wasserstein spaces since we can no longer extend viscosity-type techniques
(variable doubling, Perron’s method) in this setting.
Two possible approaches can be considered to solve this problem. The first approach would con-
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sist in restricting the treatment of Hamilton Jacobi equations to the set of regular measures. The
difficulty using this method is that the set of regular measures is not locally compact and not
geodesically convex as it was shown in [27]. The second approach would be to relax the Lions
differentiability condition and look for test functions that would still be differentiable in a suitable
sense and exist “in abundance” in P2(M). The latter approach is the one adopted in this manu-
script.
The notion of differentiability that is most suitable in P2(M) is directional differentiability, pre-
sented in Section 3.3. Indeed, all Lipschitz and DC functions are directionally differentiable at
every point. The class of DC functions includes the squared distance function and most of the
known functionals in P2(M) (the internal energy functional, the potential energy functional, the
interaction energy functional, the entropy functional...) [42, Chapter 15]. The test functions chosen
in Definition 4.1 constitute a subset of the class of DC functions. More precisely, we choose a
subset of semiconcave functions to test subsolutions and a subset of semiconvex functions to test
supersolutions. However, this approach comes with a major difficulty which is that the Hamiltonian
(4.1) is not continuous in this setting. This is the most delicate part to deal with. Luckily for us,
for Hamiltonians of type (4.1), and the test functions chosen in Definition 4.1 We have enough
information to guarantee well-posedness of the Hamilton Jacobi equation (4.2) without any further
assumptions on the regularity of the Hamiltonian.
Finally, we mention that this approach could be adopted in more general metric spaces. More pre-
cisely, the notion of directional differentiability presented in Section 3.3 is the same for any geodesic
space where the tangent cone is well-defined [1, Chapter 5]. This includes all geodesic spaces with
one curvature bound in the sense of Alexandrov. Furthermore, the squared distance function is
a DC function in these spaces. In fact, it is semiconvex for spaces with curvature bounded from
above and semiconcave for spaces with curvature bounded from below in the sense of Alexandrov
[1, 13, 14, 35]. In the particular case of P2(M), it is an Alexandrov space with curvature bounded
from below by 0 in the sense of Alexandrov if M is a compact connected Riemannian manifold with
nonnegative sectional curvature [29, Theorem A.8], [39, Proposition 2.10-(iv)]. More generally, if M
is any compact connected Riemannian manifold, then P2(M) enjoys a “2-uniform structure” which
can be regarded as a generalization of the nonnegatively curved property in the sense of Alexandrov
[32].

Next, we prove a comparison principle that holds for any bounded upper semicontinuous sub-
solution and any bounded lower semicontinuous supersolution. First, we need two key results.

Proposition 4.3. For all σ, µ ∈ P2(M) and a > 0, we have:

H(µ, aDµ(d2
W (µ, σ)))−H(σ,−aDσ(d2

W (µ, σ))) ≤ 2aLip(f) d2
W (µ, σ).

Proof. For any (x, v) ∈ TM , let τx,expx(v) be the parallel transport from x to expx(v) along the
curve [0, 1] 3 t→ expx(tv) (see Appendix B). First, since the parallel transport τx,expx(v) preserves
the Riemannian metric, we have

∀ (x, v) ∈ TM, 〈f(x, u), v〉 = 〈τx,expx(v)(f(x, u)), τx,expx(v)(v)〉 and |τx,expx(v)(v)| =|v|.

Furthermore, since f(., u) is Lipschitz, then by Remark 2.1 we have

∀x ∈M, ∀v ∈ TxM, |τx,expx(v)(f(x, u))− f(expx(v), u)|≤ Lip(f) |v|.
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Thus we get for every (x, v) ∈ TM

〈τx,expx(v)(f(x, u)),−τx,expx(v)(v)〉 ≤ 〈f(expx(v), u),−τx,expx(v)(v)〉+ Lip(f)|v||τx,expx(v)(v)|
= 〈f(expx(v), u),−τx,expx(v)(v)〉+ Lip(f)|v|2

Let σ, µ ∈ P2(M), a > 0 and ζ ∈ exp−1
µ (σ). Then we have

−
ˆ
〈f(x, u), v〉dζ(x, v) = −

ˆ
〈τx,expx(v)(f(x, u)), τx,expx(v)(v)〉dζ(x, v)

≤
ˆ
〈f(expx(v), u),−τx,expx(v)(v)〉dζ(x, v) + Lip(f)

ˆ
|v|2dζ(x, v)

=
ˆ
〈f(expx(v), u),−τx,expx(v)(v)〉dζ(x, v) + Lip(f)d2

W (σ, µ),

where the last equality holds since ζ ∈ exp−1
µ (σ). Let β : TM → TM defined for every (x, v) ∈ TM

by
β(x, v) = (expx(v),−τx,expx(v)(v)).

Then it comes

−
ˆ
〈f(x, u), v〉dζ(x, v) ≤

ˆ
〈f(expx(v), u),−τx,expx(v)(v)〉dζ(x, v) + Lip(f)d2

W (σ, µ)

=
ˆ
〈f(x, u), v〉dβ]ζ(x, v) + Lip(f)d2

W (σ, µ).

Set ζ̃ = β]ζ. Notice that we have

πM ]ζ̃ = exp ]ζ = σ, exp ]ζ̃ = πM ]ζ = µ,

ˆ
|v|2dζ̃(x, v) = dW (µ, σ)2,

since
∀ (x, v) ∈ TM, πM ◦ β(x, v) = expx(v), exp ◦β(x, v) = x,

and ˆ
|v|2dζ̃(x, v) =

ˆ
| − τx,expx(v)(v)|2dζ(x, v) =

ˆ
|v|2dζ(x, v) = dW (µ, σ)2.

Thus ζ̃ ∈ exp−1
σ (µ), and therefore it follows from Theorem 3.8 that

Dµd
2
W (µ, σ)

(
πµ ◦ f(., u)]µ

)
≤ −2

ˆ
〈f(x, u), v〉dζ(x, v)

≤ 2
ˆ
〈f(x, u), v〉dζ̃(x, v) + 2Lip(f)d2

W (σ, µ)

≤ −Dσd
2
W (µ, σ)

(
πµ ◦ f(., u)]σ

)
+ 2Lip(f)d2

W (σ, µ).

By multiplying by a and taking the infinimum over u ∈ U , we get the desired result.
Remark 4.4. The above result is of fundamental importance to prove the comparison principle.

Indeed, it will allow us to use the variable doubling technique without assuming any extra-regularity
on the Hamiltonian. Furthermore, the proof can also be adapted if for example the base space is
the Euclidean space RN , rather than the compact manifold M . The reason is that the squared
Wasserstein distance in P2(RN ) is a semiconvave function and its directional derivatives have an
expression similar to (3.8) (see [4, Theorem 7.3.2 and Proposition 7.3.6]).
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Proposition 4.5. Let O be a subset of a metric space (X, dX), Φ : O → R be upper semicon-
tinuous, Ψ : O → R be lower semicontinuous Ψ ≥ 0 and

Γa = sup
O
{Φ(x)− aΨ(x) },

with a > 0. Suppose −∞ < lima→+∞Ma < +∞ and let xa ∈ O be chosen such that

lim
a→+∞

(Γa − (Φ(xa)− aΨ(xa))) = 0.

Then the following holds:
(i) lima→+∞ aΨ(xa) = 0,
(ii) Ψ(x̂) = 0 and lima→+∞ Γa = Φ(x̂) = sup{Ψ(x)=0}Φ(x),

whenever x̂ ∈ O is a limit of (xa)a, as a→ +∞.

Proof. The proof is exactly the same as in [17, Proposition 3.7], even though it was asserted
only for the Euclidean case. We give here below the proof for the sake of completeness. Let

εa = Γa − (Φ(xa)− aΨ(xa)),

so that lima→∞ εa = 0. Since Ψ > 0, Γa desceases as a increases and lima→+∞ Γa exists and is
finite by assumption. Furthermore, we have:

Γ a
2
≥ Φ(xa)− a

2 Ψ(xa) ≥ Φ(xa)− aΨ(xa) + a

2 Ψ(xa) = Γa − εa + a

2 Ψ(xa),

which implies that aΨ(xa) ≤ 2 (εa + Γ a
2
− Γa), hence lima→+∞ aΨ(xa) = 0.

Suppose now an → +∞ and xan → x̂ ∈ O. Then liman→+∞Ψ(xan) = 0 and by lower semicontinu-
ity Ψ(x̂) = 0. Moreover, since

Φ(xan)− an Ψ(xan) = Γan − εan ≥ sup
{Ψ(x)=0}

Φ(x)− εan ,

and Φ is upper semicontinuous, the result holds.
Remark 4.6. Proposition 4.5 is a very general statement. It only requires assumptions on the

topology of the considered space. Furthermore, this result holds for non locally compact metric
spaces.

Theorem 4.7 (Comparison principle). Assume (H) and (H`). Let v, w : [0, T ]×P2(M)→ R
be respectively a bounded upper semicontinuous subsolution and a bounded lower semicontinuous
supersolution on [0, T ]× P2(M). Then it holds:

sup
[0,T ]×P2(M)

(v − w)+ ≤ sup
{T}×P2(M)

(v − w)+,

where (r)+ = max(r, 0).
Proof. Let Γ := sup[0,T ]×P2(M)(v − w). First, by replacing v by v − sup{T}×P2(M)(v − w)+,

which is still a subsolution, it suffices to prove that Γ ≤ 0.
By contradiction, suppose that Γ > 0. Let 0 < α ≤ Γ and let

vα(t, µ) = v(t, µ) + α(t− T ).
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vα is still a subsolution of (4.2). Furthermore, we take α small enough so that

Γα := sup
[0,T ]×P2(M)

(vα − w) > 0.

We construct test functions the following way:

ψa(t, s, µ, σ) = vα(t, µ)− w(s, σ)− a

2 (d2
W (µ, σ)+|t− s|2).

Since v, w are bounded, v − w is upper semicontinuous and [0, T ] × P2(M) is compact, then
Γa = supψa is reached.

Let (ta, sa, µa, σa) be such that Γa is reached. Without loss of generality, we can suppose that
(ta, sa, µa, σa) converges and lima→+∞ Γa exists as a→ +∞ (take a subsequence if necessary). We
have

lim
a→+∞

(Γa − ψa(ta, sa, µa, σa)) = 0 and −∞ < lim
a→+∞

Γa < +∞.

Therefore, we can apply Proposition 4.5 via the correspondences

X = O = [0, T ]× P2(M), Φ(x) = vα(t, µ)− w(s, σ), Ψ(x) = 1
2
(
d2
W (µ, σ)+|t− s|2

)
,

and we get 
(i) lima→+∞

a
2 (d2

W (µa, σa)+|ta − sa|2) = 0,
µa, σa → µ̂ ∈ P2(M), ta, sa → t̂ ∈ [0, T ], as a→∞,

(ii) lima→+∞ Γa = ψa(t̂, t̂, µ̂, µ̂) = Γα.

Hence, when a is big enough, we have ta, sa /∈ {T} since vα(t̂, µ̂)− w(t̂, µ̂) > 0. Then we get

−α+ a(ta − sa) +H(µa,
a

2Dµd
2
W (µa, σa)) ≥ 0 ≥ a(ta − sa) +H(σa,−

a

2Dσd
2
W (µa, σa)).

Thus we get from Proposition 4.3

0 ≤ −α+H(µa,
a

2Dµd
2
W (µa, σa))−H(σa,−

a

2Dσd
2
W (µa, σa)) ≤ −α+ aLip(f)(dW (µa, σa))2.

By letting a tend to infinity, we get α ≤ 0, a contradiction.
A similar comparison result was obtained in [15, 26] for similar Hamilton Jacobi equations defined
in the Wasserstein space over the Euclidean space. However, it holds only for uniformly continuous
subsolutions and supersolutions. Here, with the new definition of viscosity, the comparison principle
holds for equation (4.2) for any bounded upper semicontinuous subsolution and bounded lower
semicontinuous supersolution. Before proving existence of the solution for equation (4.2), we need
the following proposition.

Proposition 4.8. Let t 7→ Y t0,x0,u
t be a trajectory of (1.2). Let µ, σ ∈ P2(M). Then, there

exists a subsequence, (tn)n ↓ t0 and a vector field b(.) ∈ L2(µ, TM), such that

for µ almost every x0 ∈M, b(x0) ∈ co {f(x0, u) : u ∈ U},

where co stands for the closed convex hull of the set, and verifies

lim
tn↓t0

(
dW (Y t0,x0,u

tn ]µ, σ)
)2
−
(
dW (µ, σ)

)2

tn − t0
= lim
tn↓t0

(
dW

(
expµ

(
(tn − t0) � b]µ

)
, σ
)2
−
(
dW (µ, σ)

)2

tn − t0
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Proof. First, notice that if such a vector field b(.) ∈ L2
µ exists, then we have

∣∣∣
(
dW (Y t0,x0,u

tn ]µ, σ)
)2
−
(
dW

(
expµ

(
(tn − t0) � b]µ

)
, σ
)2

tn − t0

∣∣∣ ≤
dW

(
Y t0,.,u0
tn ]µ, expµ((tn − t0) � b)]µ

)
tn − t0

(
dW

(
expµ

(
(tn − t0) � b]µ

)
, σ
)

+ dW

(
Y t0,x0,u
tn ]µ, σ

))
.

Hence it suffices to prove that

lim
tn↓t0

dW

(
Y t0,.,u0
tn ]µ, expµ((tn − t0) � b]µ)

)
tn − t0

= 0.

By Nash embedding theorem, we can assume that M is isometrically embedded into a Euclidean
space (RN , ||.||) with N > 0 big enough. we have Y t0,x0,u

t = x0 +
´ t
t0
f(Y t0,x0,u

s , u(s))ds, and the
quantity

x0 7→
1

t− t0

ˆ t

t0

f(Y t0,x0,u
s , u(s))ds

is uniformly bounded independently of t and x0. Let (tn)n ↓ t0, and let bn(.) be the sequence of
functions defined as

∀x0 ∈M, bn(x0) := 1
tn − t0

ˆ tn

t0

f(Y t0,x0,u
s , u(s))ds.

The sequence (bn(.))n is uniformly bounded. Furthermore, it is equiLipschitz. Indeed we have

∀x0, y0 ∈M, ||bn(x0)− bn(y0)|| ≤ 1
tn − t0

ˆ tn

t0

||f(Y t0,x0,u
s , u(s))− f(Y t0,y0,u

s , u(s))||ds

≤ C1Lip(f)d(x0, y0),

where C1 is the constant from Proposition 2.2. Hence, by Arzelà–Ascoli Theorem, there exists a
subsequence of (tn)n (not relabeled here) and a function b(.) such that

∀x0 ∈M, bn(x0)→ b(x0), as n tends to infinity.

Moreover, b(.) ∈ L2(µ, TM) since it is the pointwise limit of measurable and uniformly bounded
functions. On the other hand, there exists (εn) ↓ 0 such that

bn(x0) ∈ co
( ⋃
d(z,x0)≤εn

{f(z, u) : u ∈ U}
)
,

where co stands for the closed convex hull of the set. Hence b(x0) ∈ co {f(x0, u) : u ∈ U}.
Consider the curve t 7→ expx0((t− t0)b(x0)). For any x0 ∈M , We have

|| expx0((t− t0)b(x0))− (x0 + (t− t0)b(x0))|| = o(|t− t0|),

since the two curves are smooth and have the same position and velocity at t0. Then, we get

lim
tn↓t0

1
tn − t0

∣∣∣∣∣∣Y t0,x0,u
tn −expx0((tn−t0)b(x0))

∣∣∣∣∣∣ = lim
tn↓t0

∣∣∣∣∣∣ 1
tn − t0

ˆ tn

t0

f(Y t0,x0,u
s , u(s))ds−b(x0)

∣∣∣∣∣∣ = 0.
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On the other hand, since Nash embedding is biLipschitz, we get

lim
tn↓t0

1
tn − t0

d
(
Y t0,x0,u
tn , expx0((tn−t0)b(x0))

)
= lim
tn↓t0

1
tn − t0

∣∣∣∣∣∣Y t0,x0,u
tn −expx0((tn−t0)b(x0))

∣∣∣∣∣∣ = 0.

Thus we obtain

lim
tn↓t0

1
(tn − t0)2 d

2
W

(
Y t0,.,u0
tn ]µ, expµ((tn − t0) � b]µ)

)
≤

lim
tn↓t0

1
(tn − t0)2

ˆ
d2
(
Y t0,x0,u0
tn , expx0((tn − t0)b(x0))

)
dµ(x0) = 0,

by dominated convergence, which implies the result.
Theorem 4.9. Assume (H), (H`) and (Hco). Then the value function ϑ is the unique con-

tinuous viscosity solution to (4.2).
Proof. First we prove that ϑ is a supersolution. Let φ ∈ T EST 2, such that ϑ − φ attains a

minimum at (t0, µ0) ∈ [0, T )× P2(M).
So there exists, (a, σ) ∈ R− × P2(M) and ψ(.) ∈ C2([0, T ],R) such that

φ(t, µ) = ψ(t) + a d2
W (µ, σ),

and
∀(t, µ) ∈ [0, T )× P2(M), φ(t, µ)− φ(t0, µ0) ≤ ϑ(t, µ)− ϑ(t0, µ0).

Let t 7→ Y t0,x,ut be a trajectory of (1.2) such that ϑ(t0, µ0) = ϑ(t0 + h, Y t0,.,ut0+h ]µ) . So we get for all
h ∈ [t0, T − t0),

φ(t0 + h, Y t0,.,ut0+h ]µ0)− φ(t0, µ0) ≤ ϑ(t0 + h, Y t0,.,ut0+h ]µ0)− ϑ(t0, µ0) ≤ 0.

Thus along a subsequence (hn)n → 0, by dividing by hn and letting hn tend to 0, we get by
Proposition 4.8 and Theorem 3.8,

∂tφ+ inf
u∈U

Dµφ
(
πµ ◦ f(., u)]µ0

)
= ∂tφ+ inf

b(.)∈co{f(.,u)}
Dµφ

(
πµ ◦ b]µ0

)
≤ ∂tφ+Dµφ

(
πµ ◦ b]µ0

)
≤ 0,

where the first equality is obtained by Hypothesis (Hco).

To prove that ϑ is a subsolution, let φ ∈ T EST 1, such that ϑ − φ attains a maximum at
(t0, µ0) ∈ [0, T )× P2(M). So there exists (a, σ) ∈ R+ × P2(M) and ψ(.) ∈ C2([0, T ],R) such that

φ(t, µ) = ψ(t) + a d2
W (µ, σ),

and
∀(t, µ) ∈ [0, T )× P2(M), φ(t, µ)− φ(t0, µ0) ≥ ϑ(t, µ)− ϑ(t0, µ0).

Let t 7→ Y t0,x,ut be a trajectory that verifies the controlled system (2.1) with constant control
u ∈ U . So we get for all h ∈ [t0, T − t0),

φ(t0 + h, Y t0,.,ut0+h ]µ0)− φ(t0, µ0) ≥ ϑ(t0 + h, Y t0,.,ut0+h ]µ0)− ϑ(t0, µ0) ≥ 0.
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On the other hand, by the same reasoning as in Proposition 4.8, we get

lim
h↓0

(
dW (Y t0,x0,u

t0+h ]µ, σ)
)2
−
(
dW (µ, σ)

)2

h
= lim

h↓0

(
dW

(
exp

(
h � (f(., u)]µ)

)
, σ
)2
−
(
dW (µ, σ)

)2

h
.

Therefore, by dividing by h and letting h tend to 0, we get by Theorem 3.8

∂tφ+Dµφ
(
πµ ◦ f(., u)]µ0

)
≥ 0.

By taking the infinimum over u ∈ U , we get the result.

Finally, the final condition of (4.2) is trivially verified by ϑ. Hence, the value function ϑ is a
continuous bounded solution to (4.2) and it is unique by Theorem 4.7.

Conclusion To conclude, we have used Lipschitz and DC functions of P2(M) to define a
viscosity notion for the Hamilton-Jacobi equation (4.2). With this new framework, we showed that
the value function is the unique viscosity solution of (4.2) and we proved a comparison principle that
holds for any bounded upper semicontinuous subsolution and any bounded lower semicontinuous
supersolution. This suggests that we should favor this class of functions to define the notion of
viscosity for more general Hamilton Jacobi equations. In the future, We want to extend these results
to the case of Wasserstein spaces defined over noncompact Riemannian manifolds. Furthermore, we
want to study more general Hamilton Jacobi equations using the same framework. In particular,
we want to study the well posedness of Hamilton Jacobi equation with nonconvex Hamiltonians
and Hamiltonians coming from more general multi-agent controlled systems.

Appendix A. Disintegration theorem. We recall here the disintegration theorem. For
more details, we refer to [4, theorem 5.3.1].

Theorem A.1. Let X,Y be two Polish spaces (i.e. complete and separable metric spaces), µ ∈
P(X), let r : X → Y be a Borel map and let ν = r]µ ∈ P(Y ). Then, there exists a ν−a.e. uniquely
determined Borel family of probability measures {µy}y∈Y ⊂ P(X) such that:

µy(X \ r−1(y)) = 0, for ν−a.e. y ∈ Y,

and
ˆ
X

f(x) dµ(x) =
ˆ
Y

( ˆ
r−1(y)

f(x) dµy(x)
)
dν(y), for every Borel map f : X → [0,+∞].

Appendix B. Riemannian manifolds. We recall some standard notions of Riemannian
geometry. Some classical references are for example [34, 22]. We consider a connected differentiable
manifold M with empty boundary endowed with a Riemannian metric 〈., .〉 and we assume that
(M, 〈., .〉) is a complete Riemaniann manifold. Let d(., .) be the Riemannian distance on (M, 〈., .〉).
The metric space (M,d) is a complete space and its topology is equivalent to the topology of
the manifold M . For any x ∈ M , we denote by TxM the tangent space of M at x, by TM :=
∪x∈M {x} × TxM the tangent bundle and by πM : TM → M the canonical projection. Let ∇ be
the Levi-Civita connection associated to (M, 〈., .〉). A vector field V : M → TM is a mapping such
that

πM ◦ V (x) = x, ∀x ∈M.
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Let α : [a, b]→M be a smooth curve. The connection ∇ induces a linear isometry between Tα(a)M
and Tα(t)M , for all t ∈ [a, b]. More precisely, for all v ∈ Tα(a), there exists a unique vector field V
along α, satisfying

∇α̇(t)V (α(t)) = 0, ∀t ∈ [a, b], and V (α(a)) = v.

The resulting isometry, called the parallel transport along α from α(a) to α(b), and denoted by
ταα(a),α(b) is defined by

ταα(a),α(b)(v) = V (α(b)), ∀ v ∈ Tα(a)M.

There holds that ταα(b1),α(b2)◦τ
α
α(a),α(b1) = ταα(a),α(b2) and (ταα(a),α(b))−1 = ταα(b),α(a). For convenience,

we will drop the superscript α, whenever it is clear from the context which curve α is used.
Let exp : TM → M be the exponential map. For every x ∈ M , the function exp maps

straight lines of TxM , x ∈ M , passing through 0x ∈ TxM to geodesics of M passing through x.
Since (M, 〈., .〉) is supposed to be complete, it is a consequence of Hopf-Rinow theorem, that the
exponential map is defined on all the tangent bundle. However it may not be a diffeomorphism.

The tangent bundle TM is itself a complete Riemannian manifold when endowed with the
Sasaki metric [38]. The Riemannian distance dTM on TM associated with the Sasaki metric is
defined by

∀(u, v) ∈ TM × TM, d2
TM (u, v) := inf { (length(α))2+|ταπM (u),πM (v)(u)− v|2 },

where the infinimum is taken over all smooth curves α : [0, 1] → M connecting πM (u) and πM (v)
and its length is defined by

length(α) :=
ˆ 1

0

√
〈α̇(t), α̇(t)〉 dt =

ˆ 1

0
|α̇(t)| dt,

where |.| is the norm associated to the Riemannian metric 〈., .〉 on the tangent bundle TM .
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